
RD-Ali57 699 ALGORITHMS FOR LOCATING AND IDENTIFYING MULTIPLE 1/2
SOURCES AND RECEIVERS BY..(U) STANFORD UNIV CA

INFORMATION SYSTEMS LAB M MORF 15 FEB Bi ISL-M355-2

UNCLASSIFIED MDA9e3-88-C-B33i F/G 9/3 N



1.18
oE4

*F25II1*4 11-6
IMii mm

NTONAL MMEAU 0F STARNR0S
UaocPmsups TUT GMTsa

".. i .. V *.**. ';

Jill,



INFORMATION SYSTEMS LABORATORY

STAUFORF LCRONICS LABORATORIESS
O~3UR=I I ELECTRICM EINEERIIISTANFR UIERITY -STANFRDI. CA 94305

U) ALGORITHMS FOR LOCATING AND IDENTIFYING MULTIPLE

S SOURCES AND RECEIVERS BY A DISTRIBUTFED SENSOR NETWORK

Technical Summary Report to the

Kqefense Advanced Research Projects Agency

APPROVED FOR pIJqttC RELEASff,
DISTRIBUTIlON IS UNLIMITED (A)

Contract Number: MDA903-80-C-0331
Reporting Period: 16 December 1978 - 15 December 1980

I ssued: 15 February 1981

ISL REPORT M355-2 5 f~

85 8 01 153



ALGORrTHMS FOR LOCATING AND DETFNG MULTHPL

SOURCES AND' REEVERS BY A DISTREOB1TrED SENSOR M!FWORK

Technical Summary Report to the

Def ense Advanced Research Proj ects Agency

Contract Number: 11DA903-80-C-0331

Reporting Period: 1B December 1978 - 15 December 1980

*Issued: 15 February 1981

Iccession For
ISL REORT M1355-2 NTIS GRA&i

DTIC TAB 5
Unannounced 0

u.., i 4 r



Contributors to the distributed sensor network program during this reporting

period

M. Mort - Principal Investigator

B. Friedlander. J. Turner, S. DeLateur
D.T.L, Lee, B. Levy, S. Wood

P. Nunes, J.M.P. Fortes, E. Verriest
H. Ahmed, P. Ang.

J.-M. Delosme, C. Muravchik, A. Nehorai
B. Porat

Visitors: B. Egardt, Y. Genin. R. Longchamp

Supporting Staff: R. Levy

Nr

~ A ~ ~" ~Or



~- Iii -

This report summarizes the research activities at the Information Systems

Laboratory. Stanford University. for the Distributed Sensor Network project dur-

ing the past two years. The objective of this research effort was to develop new

signal processing techniques for locating, tracking and classifying multiple

sources and receivers in a DSN system. The major accomplishments presented

are in the areas of: source location techniques, estimation algorithims for DSN,

and the development of a signal processing workbench. A comprehensive over-

view of our research results is presented with emphasis on their applications to

various facets of the DSN problem.
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1. INTRODUCTION

This report summarizes the research activities in the Information Systems

Laboratory (ISL) at Stanford University for the Distributed Sensor Network

(DSN) project. Our effort is part of a DARPA sponsored program with several

participant contractors. This report covers the period 16 December 1978 to 15

December 1980.

Our research effort during this reporting period concentrated on three

principal areas:

" source location techniques

" estimation algorithms for DSN

" development of a signal processing workbench.

This work continues and enhances the research performed during the first year

of the project, as reported in [DSN]. Our major accomplishments are briefly

summarized below.

Source LocmU Techniquea

Our original formulation of the problem of estimating source location from

time difference-of-arrival, as a (conditionally) linear problem. proved to be very

useful. It enabled us to develop for the first time optimal location estimation

algorithms and to perform a detailed analysis of the identifiability issue. The

results of this analysis were new insights into the sensor placement problem

(Le., what is the best configuration for a given set of sensors from the standpoint

of location estimation accuracy) and the development of efficient location esti-

mation algorithms.

We continued to develop our ARMA modeling approach to the multiple

source location problem Some of the key theoretical issues related to unique-

. * % N%--. . . . .... . ,. . .
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ness were addressed and partially resolved, and a specific algorithm was

developed and tested. This approach is a first attempt to handle simultaneously

several sources, rather than perform single source detection and localization

and then be faced with the association problem.

Several advances were made in the area of applying image reconstruction

techniques to the multiple source location problem. An efficient minimum vari-

ante estimator was developed, which provides a key step towards a practical

implementation of such algorithms in a DSN environment. Solutions were

obtained for the problem of joint estimation of source distribution and attenua-

tion. This problem is central to the application of reconstruction techniques to

multi-source tracking by acoustic arrays.

E]timation Algorithms for DSN

A major achievement during the last reporting period was the development

of ladder forms for time-series modeling and estimation. The simplicity and

efficiency of ladder algorithms, which provide an exact least squares solution to

the multichannel autoregressive modeling problem, is a significant break-

through in the areas of estimation and adaptive signal processing. The theory

and application of these ladder forms is expected to have a strong impact on the

general field of signal processing and on the acoustic signal processing of the

DSN type, in particular. A tremendous amount of interest was generated by our

presentations of the recursive ladder forms, and the number of publications in

this area seem to be increasing at an exponential rate. A byproduct of this was

the development of a sensitive event detection technique for DSN applications,

and its demonstration in a speech processing problem (in the context of pitch

detection).

Another very significant achievement was the development of doubling algo-
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rithms for the efficient inversion of Toeplitz matrices. The need for inverting

Toeplltz matrices arises in numerous problem areas. Our technique provides a

significant reduction in the amount of computation needed to invert large

matrices of this type. This development will have an impact on adaptive array

processing and adaptive beamforming, for example. Both of these problems are

of great importance to DSN systems. Other adaptive signal processing tech-

niques that are needed in the uncertain environment in which the DSN operates

were developed as part of our research effort.

Development Of A Sgnal Processing Workbench

An essential part of the process of developing new techniques for source

parameter estimation is the testing of proposed algorithms by computer simula-

tion. Simulations allow us to study various issues related to the performance of

the algorithms and to gain insights into their behavior. Analysis alone is not

adequate, especially when recursive stochastic algorithms are concerned.

Simulations are an invaluable tool for studying issues such as convergence rates,

robustness, and estimation accuracy. Therefore, establishment of a signal pro-

cessing workbench that will allow easy comparison and modification of process-

ing steps and data sequences Is important. In particular, this will facilitate the

exchange of processing tools and data bases among DSN researchers and max-

imize the impact of our research results on the design of a DSN system.

In the proposed workbench, the processing modules will function in a stand

alone fashion with standard input/output formats such that complex signal pro-

cessing functions are built by the simple cascading of modules. In the UNWXt

operating system, precompiled stand alone modules can be connected together

umtng a system command called a pipe. The pipe connects the output of one

f ft* Dt See ft2bmJmmc. JmaW7U VOL 57, No.6. ulY-AuCWt 167M.
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module to the input of the next. Since each module is a precompiled program,

Lhe signal processing can be changed quickly without recompiling or linking, just

by forking to the appropriate module. Using the UNIX system debugger com-

mands allows the internal parameters of a signal processing module to be

observed and modified as data is being processed. This facility to monitor and

Dhange signal processing parameters while data is being processed enhances the

lebugging, development, and understanding of new algorithms. The ability to

:ontrol multiple processes is not available in the debuggers provided with the

Durrent releases of the UNIX operating system. Some experience with the prob-

em of adding this capability has been obtained on the DEC-11/34 through the

ievelopment of our own debugger. This experience will be applied to extend the

%vailable debuggers on the VAX We are continuing to develop O signal process-

ng workbench based on the above ideas.

In addition to these main thrust areas, progress was made in our basic

*esearch into distributed agt -ithns. Interesting results were obtained on two

limensional systems, which have implications for planar sensor arrays of the

ype encountered in a DSN system. New efficient estimation algorithms were

Leveloped for nearly stationary processes. This development opens the way for

elaxLng the stationarity assumption that is commonly made in current tech-

iques for location estimation and spectral estimation. The framework related

nearly stationary processes lends Itself naturally to distributed implementa-

on and is, therefore, well suited to DSN applications.

In the next phase of the project we plan to continue our Investigation on two

vels: basic research into fundamental mathematical questions related to DSN

stem design, and the development, coding, and testing of signal processing

odules for a prototype DSN system. An important part of our work will be the

sting of new signal processing techniques on data provided by Lincoln Labora-

... ~~~~~~~~~~~~~~~~~~~....... ..".; .".-..... .. .. . ................ . ....... ........... :....*"..-.t... ... *...s.. .. .
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tories. This will enable us to demonstrate the performance gains that can be

achieved by more sophisticated processing of multi-sensor data in a DSN

scenario.

The results of our research effort were summarized in numerous publica-

tions as indicated by the list in Section 7. The objective of this report is to

present an overview of our work in a coherent framework, while emphasizing its

significance to different aspects of the DSN problem. We, therefore, limit our

technical discussions to brief descriptions of the main results, leaving most of

the details to other publications. It is hoped that this report will provide an

introduction and summary of the research performed at the ISL for the DSN

project, enabling the reader to identify specific topics of interest and pointing to

the relevant references for more details. For completeness we have included

some of the key publications as appendices.

* - --.-. - - ,. .- -•-.- -.- - -* * ~ *. -. -.- -. *. %. . . .. 4-** ." .. %-'*.. .% 'w . .' **. '. '.' .- ' ' '



2. SOURCE LOCATION TECHNIQUES

L Overview

A central problem in a distributed sensor network is the deterrmnation of

e presence and location of sources of acoustic and electromagnetic energy in

e area under surveillance. Multiple sensors provide information which need to

i processed and integrated in order to obtain a picture of the outside world.

,me of the classical approaches to this problem are: high resolution spatial

ectral estimation [CGK]. beamforming for sensor arrays [YT], and Kalman

Lering techniques and various multitarget tracking techniques (see e.g., the

irvey in [YBS]). Most of the work in this area was done in the context of a sin-

e sensor (e.r.. a radar system) or a group of sensors acting as a single sensor

.g., a linear antenna array or a hydrophone array).

The DSN problem has certain features which do not seem to fit well these

assical approaches. These include: the geographical dispersion of the sensors,

kO need for distributed processing (all the methods mentioned above use a

)mpletely centralized processing architecture), the presence of constraints on

ke amount of data that can be communicated from the sensor to the process-

g nodes in the network, and th3 large number of sensors and sources that may

9 involved In view of these differences we found it necessary to explore new

ichniques for solving the source location problem that seem better suited for

5N applications, including bistatic and "cooperal.tive" modes.

In our treatment of the source location problem we considered three main

proaches. The 1irst involves the estimation of time-differences-of-arrival

iDOA) of the signal to several sensors, followed by estimating the location of the

gnal source. This type of approach has been used in passive sonar systems.

* looked much more closely at the problem structure and were able to develop

.-. ~.-..-'---....-...'.'-'.......-;. . .............-.... ..... _-.. --. ,..-.....-...... .-- ,..,.••-.,..-,
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some improved location estimation techniques (Section 2.2 and 2.3). Further-

more, this analysis led to a characterization of source identifiability, i.e., under

what conditions is it possible to uniquely locate a source with a given set of

measurements. This analysis provides some suggestions about the best way of

placing sensors in a DSN system.

In Section 2.4 we show that the source location problem can be formulated

as a system identification problem, where the system consists of several sources

and sensors. This approach provides a novel way of simultaneously estimating

the TDOA-s and spectral characteristics of multiple sources. The proposed tech-

nique involves multichannel time-series modeling. Efficient algorithms for per-

forming such modeling were also developed, as will be discussed in Section 3.

These algorithms are well-suited for distributed implementation and provide an

attractive alternative to FTT related techniques.

In Section 2.5 we present a noncoherent signal processing approach for

generating an image of the area, depicting the multiple sources that are present

In it. This approach is based on the idea of image reconstruction from line

integral projections, which has been used extensively in medical applications

such as Computer Aided Tomography (CAT). We show that by treating the meas-

urements of certain types of sensors as line integrals through an "energy inten-

sity map", it is possible to reconstruct an image showing the location and inten-

sity of various sources of acoustic/electromagnetic energy in a given area.

Finally, in Seution 2.6 we discuss a technique for remote sensing of the

atmosphere, to estimate propagation parameters. Knowledge of such parame-

ters can be used to improve the accuracy of the location estimates.

-, e, .- .............................. : ' .,'.... ." ... ... .... ', . ".. ",



-21 -

urement geometry commonly employed in CT applications can lead to a

dramatic reduction in the total computation required for at least one of these

methods, the minimum variance estimator, thereby making it more competitive

with the various approximate inversion techniques [WM]. In DSN applications,

computational efficiency is crucial, because of the large amounts of data

involved and the temporal resolution required.

Summary of [NUN]

As mentioned earlier, the acoustic imaging problem involves estimation of

both th,. image of sources and the attenuation of the signals from the sources to

the sensors. This problem was treated by Nunes [NUN] in the context of medical

imaging. The following is a summary of the topics discussed in Nunes' thesis.

A usual approach to the reconstruction problem in computerized tomogra-

phy consists of representing the image as a finite vector and the measurements

as a linear operation on this vector plus an additive noise. This modeling

approach has several advantages over Radon transform-based techniques in the

sense that the measurement geometry is not critical, allowing good results when

evenly spaced measurement profiles cannot be obtained; in addition, the meas-

urement noise is part of the model, leading to the use of estimation techniques

for designing reconstruction algorithms.

We considered three topics associated with this approach. First, the model-

ing of the measurements is studied when the elements of the image vector are

the first n coefficients of the expansion of the three dimensional distribution to

be reconstructed into a complete set of orthogonal functions. Then several algo-

rithms that are currently used for transmission reconstruction are studied and

new results are presented. Finally, the more complex problem of reconstruct-

ing an emission distribution embedded in a medium with an unkr 'wn absorption
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at first we present a brief summary of the relevant research results.

aMmary of EWMIl

In computerized tomography the number of x-ray photons transmitted

irough an object of interest is measured by an array of detectors. This array is

)tated by a fixed angular increment between each set of measurements. From

xese measurements the total attenuation alone; each measurement path is

erived and an image of the plane of the measurement paths may be recon-

ructed. A detailed description of this application and several approaches to

Dlutions are discussed in [MAC], [GOR], [NS] and [CBM].

Exact deterministic methods for the reconstruction of an image of the

ieasurement plane can not be directly applied to computerized tomography for

ro reasons. First. the measurements contain the inevitable measurement

oise along with noise due to counting statistics. In addition, the measurements

re not continuous, but are taken only at discrete intervals and angular posi-

.ons. Because of these complications, reconstructing an image is an estima-

.on. and not an inversion problem. Estimation theory results have been used in

31s application by Herman [HL]. Rockmore [ROC]. Wood [WOO], Fortes [FOR],

nd Nunes [NUN], using Bayesian estimation, maximum likelihood estimation.

Animuim variance estimation, and maximum a posteriori estimators respec-

.vely. These methods generally produce results that are superior to the ones

btained via approximate inversion techniques currently employed, especially in

ases of low dosage and high measurement noise [ROC], [WOO]. There is growing

iterest in quantitative and automatic processing of CT images, and we contend

Iat statistically optimal images are more appropriate for this application.

The estimators discussed above are not generally used in practice because

f the computational complexity and storage requirements. However the meas-
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Thus I many radars are observing a given volume of space, their measurements

represent surface integrals through the radar image of that volume. A convolve

and backproject reconstruction scheme for 3-D surface projections is presented

In (RDF]. In the case of a ranging radar that uses an omnidirectional antenna,

the projections will be on the surface of a sphere. Techniques for reconstruction

from spherical projections can be similarly derived.

A somewhat different formulation has to be used in the case of acoustic sen-

sors. An acoustic array can form multiple beams in different spatial directions.

The energy received at the array output, is the integrated acoustic energy in the

beam volume. Thus. a system consisting of several acoustic arrays observing a

given area, provides a set of line integral measurements, in a fan-beam

geometry. These measurements can be used to reconstruct the acoustic energy

map of the observed area, from which the source locations can be estimated.

The situation is somewhat more complicated than a standard reconstruction

problem, because of the R" attenuation (R = range) due to spreading loss.

Several aspects of the image reconstruction approach were addressed in

our research program. The work of S. Wood [WM!] treated the computational

aspects of image reconstruction algorithms, and derived a fast implementation

of the minimum variance estimator. The work by Nunes (NUN] and Fortes [FOR]

addressed the joint estimation of emission and attenuation characteristics.

1These type of solutions can be used to locate sources in the 'presence of various

types of propagation loss. Most of the work on image reconstruction deals with a

two-dimensional situation. This work also extends the analysis to three dimen-

sions. making it possible to address the problem of locating sources both in

range/bearing and in altitude. The research mentioned above was done in the

context of medical applications. However, this approach is very promising for

solving multiple source location problems as discussed in the following section,

k. . % %*% %' 
1 -
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Z5 lnage Reconstruction Techniques For Multiple Source Location

2.5.1 Introduction and Summary

A class of inverse problems which appears in many scientific and engineer-

ing applications is the reconstruction of a density function from projections. In

Computer Assisted Tomography (CAT), x-rays or 7-rays are used for imaging the

internal structure of the body. In radio-astronomy, the electromagnetic energy

measured by antenna arrays is used to reconstruct the radio-brightness map of

the celestial sphere. Various techniques have been developed for solving the

image reconstruction problem and this area is by now fairly well developed [BD]

[SCU] (GH]. In this section we will briefly indicate how image reconstruction

techniques can be applied to the DSN problem. See also [FDR] for a more

detailed discussion.

Let us consider, for example, a radar system observing isotropic point

scatterers distributed in a volume of space. Typically, its range resolution will

be much better than its azimuth or elevation resolution. The radar will measure

the total energy of returns from a volume of space which is essentially a thin

layer. see Figure 2.2. rst.

"7-

resolution/ resolution

1lgure 2.2 Surface Projection in Radar Measurements
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original presentation of this approach we suggested the multichannel Recursive

Maximum Likelihood technique. However, the development of computationally

efficient and robust ladder algorithms, leads us to prefer them for actual imple-

mentation. Further motivation for this choice is some recent work which indi-

cates that a version of the covariance ladder form can be used to go from Left-

to-Right-FD, a crucial step in our tracking technique. Furthermore, the ladder

algorithms seem to be well suited for distributed implementation, and thus for

application in a DSN system.

• ..h, "'M t ... . . . -- - - 1 . ...- -  _ . .-- •,o. . .,"-" '. " ".. .. .' r ' . ." . " . " ". ,"-./ : t . .''.'...,.'. .x.
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earthquake localization. intruder detection or artillery localization). The active

tracking problem (radar, active sonar) can also be handled in this framework.

The proposed approach Is based on the idea of fitting a multi-input multi-

output model to the vector time-series observed at the outputs of the sensors.

Under certain assumptions the parameters of this model can be shown to con-

tain information about the locations of all the sources, as well as other informa-

tion such as source spectra. If the parameter estimation is performed recur-

sively and continually, it is hoped that the relationship between the model

parameters and the sources to which they correspond will be consistently main-

tained. Once the sources are labeled in a particular way, this labeling will stay

fixed without need for rechecking or relabeling. This will eliminate the need for

a separate step of association, which is inherent in current multi-source track-

ing techniques.

The formulation of the tracking problem as a multichannel ARMA modeling

problem was presented in [Fil1] and will not be repeated here. We note, how-

ever, that the formulation of source tracking as a multichannel signal modeling

problem raises a number of interesting questions in the areas of system

identification and structure of multivariable linear systems. These questions

include:

How to find a unique (not necessarily minimum phase!) spectral factor,

under structural constraints;

How to estimate directly the parameters of a right Matrix Fraction Descrip-

tion from a given data set;

How to include certain structural constraints into the multichannel system

identification problem.

Various algorithms can be used to estimate the ARMA parameters. In our

/... :....,' ,",...,'., .... ..o • .- ...-. , .o ... .. ... ...-. - . . ... ... ,..- .. . . .. .. , . ... .. , • .. -. .. . . .3
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34 A KAModel Approac hto Lcating ulUple Sources [(FM]

Trakting multiple sources represents special difficulties since there can be

uncertainties associated with, the measurements beyond their inaccuracy, which

s usually modeled by some additive noise. This additional uncertainty is related

to the origin of the measurements. Since several sources are present, It is

necessary to sort out which measurement corresponds to which source. In

other words, In addition to the problem of detection and bearing/range estima-

tion, there is a problem of properly labeling the set of measurements. The

latter problem Is usually referred to as source association or track formation.

Typically, these two facets of multi-source tracking are treated separately.

First, a set of potential source locations Is obtained. Then some method is used

to label these locations by the sources to which they correspond in a manner

consistent with previous measurements. Techniques for labeling or multi-source

tracking have been developed using various approaches including: Kalman

filtering, Bayesian methods, Integer programming, and Track splitting.

In all of these techniques the basic detection and location estimation are

performed sepwtely for each source. The multi-source aspect of the problem

enters only through the labeling procedure. In other words, the tracking prob-

lem is treated as a collection of single source problems, which has to be put

together In a systematic and consistent way.

In [FM1]. we attempt to tackle directly the multichannel nature of the prob-

lem. Instead of looking at one source at a time, we want to estimate sim tt i-

oauly multi-sourcF parameters (such as location and spectrum). The approach

Is best understood in the context of the passive tracking, where an array of sen-

amre measures signals (electromagnetic, acoustic or seismic) generated by

sources. This type of problem arises in sonar systems, acoustic surveillance sys-

tems (detection of low dying aircraft) and seismic arrays (oil exploration,

.'--,,.. .- .-. --.--. -... -. -.
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Gaussian second order filter developed by Sorenson and Stubbard [SS] using

some additional assumptions on the structure of the measurement update equa-

tions. Our derivation is more general in that it does not make any a priori

assumptions regarding the structure of the estimator. The second order Gaus-

sian filter is known to have better convergence properties than the EKF and is,

therefore, preferable for tracking applications.

The second order Gaussian filter lends itself to distributed implementation.

Several distributed forms of the filter equations are derived in [I13]. A com-

parison with a completely centralized scheme demonstrates that our distributed

algorithms lead to considerable savings in communication requirements. More-

over, they exhibit a parallel structure and are flexible. We believe that these

algorithms will provide a practical intermediate solution for tracking in a DSN

system. However, a solution based on the conditionally linear formulation ear-

lier should be considered as the ultimate goal.

:e.;~wf-'V!*I ' V. %
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X11+1 0 4. + e OICZzt + i (2.3)

where Is Io .... el is the standard basis of R" and the matrices C1 are

symmetric.

The presence of a quadratic measurement equation leads to a nonlinear

estimation technique which is typically solved by using an Extended Kalman

fllter (EKF) [JAZ]. The EKF is based on a successive linearization of the meas-

urement and state equations. While the EIF seems to work well in some track-

ing situations, various authors report encountering serious difficulties especially

In near range and low signal-to-noise situations. A principal drawback of the EKF

Is that it is not guaranteed to converge. Divergence of the estimation error is

fairly common, especially under the conditions mentioned above.

The problem formulation we presented in Section 2.2 and in [LM4], opens

the way for alleviating these difficulties. In our approach the measurement

equations are linear (or at least conditionally linear). If in addition, the source

dynamics are assumed to be also linear (a common assumption), the problem

can be solved using the standard Kalman Alter! This circumvents the need for

any linearizations and the associated inaccuracies and divergence problems.

The combination of our static source location technique with a linear Kalman

filter has the potential of providing an elegant solution to the tracking problem.

We should note, however, that this method is not yet fully developed and we are

still working on some of the issues that need to be resolved before a practical

application can be attempted.

Another way of alleviating divergence problems is to develop an alternative

nonlinear estimation technique. Under the assumption of a Gaussian a-posterior

density function we obtained in [LM3] a finite order solution that does not

involve linearization. Our estimation algorithm turns out to be Identical with the

.-' , , -,,-.a .. .-.-.- ; ........ ,. *....... . . . . , . .. .,*, . . . . .. ., . .*, . . .. . . .
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2Z3 Distributed Estimators For Quadratic Systems [LIMP]

The estimation technique described in the previous section was presented

as the solution to a static problem: given a set of TDOA measurements

corresponding to a certain source location. find the best estimate of that loca-

tion. The source tracking problem involves, however, a dynamic aspect that is

not captured by the discussion presented earlier. In this section we present an

approach that addresses the time-varying features of tracking one or more

sources.

A standard approach to the tracking problem is to construct a nonlinear

dynamic equation that describes the evolution o the source state vector. This

state vector will typically contain the source position coordinates (two or three

variables), its velocity and perhaps the clock bias. See for example, the discus-

sions in [NM] - [DMF1]. The measurement equation can be shown to exhibit on

intrinsic quadratic structure

S, = .,,, + t z; E, + %., , (2.1)

:where

.Li. I, ... 1T x R"

= white noise process

The measurement matrix H, may be time-varying, when the sensors them-

selves are moving. The state vector typically obeys a linear evolution equation

of the type

+, = Ftz, + u* . (2.2)

where %t is a white noise process, and F, is a matrix representing source

motion dynamics. In fact. the approach can handle with no significant increase

of complexity nonlinear dynamics of a quadratic type, i.e.,

,. : . . . , . ... . ./, j L . . .. .. , , .. . .:.: .. .. - <...... .,. .-. ... .. .. ,.... .: . .:. . .. ....... ..,

+'--'--' "".*.,- ;* ,. ,'P " '' ' " " " " ' . "."-'-."e. .. .,. " .. . ,, .. .-- '.' .- '" _-
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-(M3].

The use of a two step procedure. i.e., Involving a preprocessing step, is very

general for this estimation problem. In [SCHJ a TDOA "averaging" procedure was

proposed and a straightforward generalization of the idea is to estimate from

the "raw' or measured TDOA's via linear least squares techniques the ranges up

to an arbitrary constant, that can be viewed as a clock bias; a cosisterd set of

TDOA's is directly obtained from these estimates. Since more structural infor-

mation is used in our preprocessing step than in a simple TDOA averaging step.

the corresponding estimates are in general more accurate. The overall estima-

tion procedure also performs in general better than more traditional

approaches. especially since the equation coefficients are measurement

independent.

In [DMFI] the convenient approach, which separates the TDOA estimation

and the source location problems has been followed. However, it is clear that a

completely satisfactory answer to both the identifdability and estimation prob-

lems will only result from a global approach. A close combination of the

approaches of [DIF1] [DM72] and [FM1] appears to be possible and we are con-

ttnuing our investigation in that direction.

-L - n
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[P1] and ['Rl].

In [DM72] we first determine, as described above, the joint source and sta-

tion geometries for which ambiguities in the determination of the source loca-

tion arise. Then, using this result, we are able to introduce a simple rule for the

placement of the stations to ensure that the source coordinates are always

identifiable. It turns out that a linear array does not satisfy that rule and indeed

the sensitivity of any source location estimate (geometric dilution of precision)

is very high when the source lies close to the axis of the array. In the remainder

of the paper the geometry of the stations is assumed to satisfy the placement

rule. Under this mild condition our pxp matrix has additional properties that

allow us to devise several simple estimation procedures.

Our estimation procedures involve two distinct steps and, assuming infor-

mation from the second step is not fed back into the first step, are therefore

suboptimal; their advantage lie in their relative simplicity. The first step, best

viewed as a preprocessing step, consists of the (linear least squares) estimation

of the ranges between the source and the stations. In [DMF1] a simple function

of the ranges was estimated rather than the ranges themselves. This estimate

was more robust but led to a more complex second step. Note that, at this level,

the range estimates could be improved if some direct range measurements are

*available. In the second step the pxp matrix is factored using this range infor-

.. mation; this yields a set of linear and quadratic equations in the source coordi-

nates that can be viewed as our new or refined observations, replacing the

TDOA's. The coefficients appearing in these equations are not a function of noisy

measurements, they are functions of the stations coordinates only. Because

this property is satisfied, standard estimation procedures can be applied to

*these equatious, in the static case we can use for instance the results in [HB], or

if a dynamic model is available, a second-order filter can be used, see e.g.,

I 4-'
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A reasonable way to resolve such a difficulty is to reduce the original equa-

tions to an "equivalent" set of equations for which known estimation procedures

are more easily applied. "E'quivalent" means that the mapping from one set of

equations to the other is one-to-one, i.e., no information is lost through that

mapping. R. Schmidt made an interesting attempt in that direction in [SCH].

However, we have shown in [DMF1] that the linear equations he obtained are

highly redundant and contain less information than the origind TDOA's.

Simple notions of spatial rotation and translation invariance led us to con-

sider a particular pxp matrix. The (ij)-th entry is a function of the distance

and range difference between the (ij)-th pair of stations and has a simple

expression in terms of the stations and source positions. That matrix equation

plus some auxiliary sign information are easily shown to be equivalent to the ori-

ginal set of range differences.

An immediate advantage of rewriting of the TDOA's equations is that they

can be analysed systematically using the simple tools of linear algebra. The

cases for which, given the stations position and (noise free) range differences,

the equations have more than one solution are completely characterized in the

2- and 3-dimensional Euclidean spaces. Thus the static "deterministic"

identiflability problem Is solved. This can be viewed as a first step in the solution

of the "stochastic" Identiflability problem, I.e., given noisy measurements, for

both the static and moving source cases. Such a study is of fundamental

nterest since it indicates how much information about the source location can

be extracted from the TDOA's and therefore the limitations of an estimation pro-

cedure. We carried out such a study in [DMF2]. The stochastic identifiability

problem is discussed there along the lines ot [PIC]. Ways to extend the

approach to multi-source and multi-path situations are also indicated, however,

the detailed study of these cases is not carried out in this paper and we refer to

.%
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2.2 Source Location From Time Differences of Arrival [DlFii] [DM12]

The problem of source location from time differences of arrival (TDOA) is a

standard nonlinear estimation problem. The usual approach to source location

estimation is based on the construction of hyperbolic lines of position (LOP).

Each measurement of TDOA at a pair of stations (or after multiplication by the

velocity of propagation, each range difference) determines an LOP that is a

branch of a hyperbola. Then the source location may be inferred from the inter-

sections of the LOP's obtained from p stations. See Figure 2.1 for the case

of 3 stations.

ma• SEWOR 2

s~~soO 3 A

Figure 21. Hyperbolic Lines o Position

Unfortunately, information about the measurement noise cannot be completely

accounted for in this approach, so that it seems impossible to claim some

optmality for any estimator, or to characterize the statistical properties of the

associated estimate.

S -
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coefficient distribution is treated as a joint estimation problem where the meas-

urement equation is no longer linear.

The first part of this thesis develops an expression for transmission meas-

urements that takes into account the quantization noise and the mathematical

approximations necessary for the linearization of the measurement equation.

Equations for emission and absorption measurements are also derived in this

part-

Considering transmission reconstruction techniques, it is shown that two

"* recently proposed algorithms asymptotically converge to the weighted least

square solution. It is also shown that a priori information about the image vec-

tor can be included in the measurement set in order to make the algorithms

converge to the linear minimum variance solution. An additional result is that

Sthe well known Algebraic Reconstruction Technique (ART) converges to a

weighted least squares solution if a suitable time varying relaxation coefficient is

used. We also show that convergence is achieved even if the set of measure-

ments is not consistent.

Regarding emission reconstruction problems in the presence of unknown

absorption, a nonlinear algorithm for jointly estimating the two distributions is

developed, leading to the establishment of an estimation criterion which takes

into account a priori information about the image. Additional algorithms are

proposed and it is shown that they converge to a solution minimizing this new

criterion.

Computer simulations of the transmission and joint estimation algorithms

are presented, permitting the evaluation of their performance as a function of a

limited number of iterations.
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Summary of [FOR]

In a related work. Fortes [FOR] develops an estimation approach to 3-D

reconstruction problems involving counting statistics, with applications to medi-

cal imaging. The following is a summary of the topics discussed in Fortes'

thesis.

The problem of estimating three dimensional distributions from a given set

of measurements that are noisy functionals of these distributions is analysed.

The solution to this problem depends on several factors, but mainly on the

measurement model and geometry.

In many applications measurement noise has a counting nature that allows

a discrete stochastic process characterization. Hence, a general model assum-

Ing a Doubly Stochastic Poisson Process characterization for the measurement

functions is presented. Based on this model, an estimation approach leading to

the Maximum A Posteriori probability (MAP) estimate is carried out.

The presented formulation is clearly applicable to a large family of three

dimensional reconstruction problem& However, to illustrate our results, the

medical Imaging problem of Computerized Tomography is mainly used. Corn-

puter simulations show that in transmissita tomography our approach leads to a

non-linear estimator that represents an improvement over the linear minimum

mean squared error estimate. In particular, the squared error obtained with

the MAP estimate is shown to have a lower mean and a narrower distribution

than the one obtained with the Kalman Filter. In the case of emission tomogra-

phy with unknown attenuation, simultaneous estimation of source and attenua-

tion distributions is obtained using the MAP technique. In both cases, the per-

formance of the MAP estimator is studied through a comparison with the

Cramer-Rao mean squared error lower bound.

b N.

4. ~ ..4 %
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The necessary conditions for uniqueness of the MAP estimate for transnis-

sion and emission tomography with known attenuation are determined and

a shown to be related to the non-singularity of the projection matrices.

2.5.2 Image Reconsruction Techniques Ap Ied to Target Detection

In Medical Imaging and Radioastronomy the images are generally "corn-

pact" and the ratio between the required resolution and the size of the image is

not excessive. in the target detection problem the images are very sparse and

the resolution required very large. This means that an excessive number of

basis functions will be necessary in order to discretize the image. If the usual

* ~ medical image reconstruction techniques are applied directly to the target

detection problem, a colossal problem in terms of memory, computational time

and number of required measurements will result. If the procedures are

modified to consider the sparseness and positiveness of the images then medi-

*. cal imaging reconstruction techniques become efficient and valuable tools for

solving of the multi-target detection problem. There are at least two ways of
makin medical image reconstruction techniques suitable for multi-target

detection; pre-processing the data in order to reduce the actual image to a set

of regions which are likely to contain targets, or dividing the image in pixels

much greater than the expected size of a target and estimating the total target

intensity for each pixel.

In medical imaging the mage is generally divided in n adjacent nonover-

. lapping pixels, which can be seen as the first n basis functions. If the number of

pixels is large enough, the quantization noise can be neglected. Of course the

target detection problem can be modeled the same way, however, considering

that the size of a target is very small compared to the region under surveillance,

a very large number of pixels will be required in order to keep the quantization

% %.
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noise dow. This implies a large amount of memory and computation time. For

linear reconstruction techniques, at least as many measurements as the

number of pixels should be used in order to have a unique solution. using the

least-squares criterion for instance. One can argue that the linear minimum

variance solution will always be unique. On the other hand, one can not expect

good results when the number of measurements is small because essentially

only second order prior statistics are used to complement the measurement

set, but second order priors cannot represent two major a priori characteristics

of the image: positiveness and sparseness,

Of course optimal nonlinear estimation criteria, like IL.M.S.E. or M.A.P.. can

account for positiveness and/or sparseness. Unfortunately, if the pixel represen-

tation is kept. the amount of memory and computation time is still prohibitive

at the moment without special purpose VLI hardware. On the other hand, the

sparseness and positiveness of the image intuitively suggest the use of nonlinear

procedures as a preliminary processing of the image. This pre-processing would

": determine which pixels can be assumed empty and exclude them of further pro-

ceasing. Lnear techniques can then be used for processing the remaining pixels.

The pre-processing can also provide a priori statistics for the linear processing.

A data pre-processing procedure has been simulated that reduces the

dimensionality of the multi-target detection problem. The method uses the

sparseness and positiveness characteristics of the image for establishing

"apriori" mean and covariance for the final processor. Since the image is posi-

tive and sparse, it is reasonable to assume that a measurement close to zero is

nonzero only because there is noise involved, and all the pixels combined to

form that measurement can be set to zero. Whether a measurement should be

considered zero or not Is decided by comparing it with a threshold that is a

function of the noise level and of the other measurements. If a given pixel con-

". . .. ' " - " * ." . " . . . " . " . -"" " ' - " - . . . " -" - - " ' . - ' " ' - ,
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tributes to nonzero measurements in all profiles, then we assign to it a mean

and a variance which give the Kalman filter (processor) a great flexibility in

determinin its value. If a pixel contributes to nonzero measurements in all but

one profile, then we set to it a smaller mean than before and a smaller variance,

Le. we "teli' the processor that those pixels should be small.

The detection of targets using pre-processing as described above has been

computer simulated. The model for the true signal point sources of differing

Intensity (referred to as phantom) and the geometry is illustrated in Figure 2.3.

The additive noise was assumed constant. Figure 2.4 illustrates the lack of noise

suppression in the backprojected reconstruction. The preprocessing with

different thresholds is illustrated in Figure 2.5. The number and amplitude of the

spurious sources increases as the threshold increases.

Another approach to the target detection problem is to redefine our objec-

tives. Suppose that, instead of trying to determine the exact position of a target,

we divide the region under observation in several pixels, each of them much

bigger than the expected size of a target. We now want to determine the

integral of the image in each pixel. instead of the image itself. Of course this set

of parameters give us information about the distribution of targets in the area.

This information could be sufficient in many cases. In this case a measurement

is not an operation over the parameter space itself, but over the target distribu-

tion image. Of course it is possible that a linear operation over the image can be

also represented as a linear operation over the parameter space. Loosely

speaking, if all points of a pixel are treated in the same manner, they can be

grouped together and replaced by the value of the integral over the pixel. In

practice, it Is not possible to treat all the points in a pixel in the same way. How-

ever In many cases we can say that they are treated azpproz simoel in the same

way, which yields an approximated expression for a measurement in terms of

the parameter space only.

, ',. ' .*,*" '.' , -, ' ' ." .'" . ". - . . . - . ; ;- - - - --%. --- --
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p~gure 2.3 Source Ljocation and Sosuc GeometrY
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M6 Optical Probing of the Atmosphere

The DSN concept is not limited to any particular class of sensors. However.

the demonstration system designed by the Lincoln Lab group will make use of

smal acoustic arrays to detect and track low flying aircraft. The performance

of such a system will depend among other things on the properties of the propa-

gation medium, i.e.. the atmosphere. Knowledge of various parameters such as

temperature profile and wind velocity can improve location accuracy, especially

at longer ranges. Worktng on a different problem, S. Delateur [DEL] investigated

the possibility of estimating various atmospheric variables based on an optical

probing system. The remote sensing techniques developed in his thesis may be

applicable to an advanced DSN system. We next summarize the work described

In [DEL].

When an optical wave travels through clear air turbulence, inhomogeneties

in the index of refraction cause intensity variations at a receiving or imaging

plane. These effects allow remote sensing of the earth's atmosphere. Two meas-

urements of interest are path profiles of turbulence strength and wind velocity.

The lack of path selectivity and difficulties in signal processing (due to the

non-stationarity of the atmosphere) have characterized methods which employ

covariance calculations of the received field to estimate cross-path wind veloci-

ties. With a singli-scatter, phase-screen model for clear air, an analysis of line-

of-sight propagation was presented using Fourier optics, including a discussion

of the assumed nature of the turbulence spatial spectrum. Specifications are

detailed for the transmitter and receiver apertures and the processing of the

received signal which provide estimates of the turbulence strength and

transverse wind speed at selected points along the path.

An Incoherent optical system incorporating these principles has been con-

structed. Results from experiments to monitor the movement of the



atmosphere simultaneously at four turbulent scale sizes are reviewed with

direct comparison between optical measurements of wind speed and local

anemometer readings included.

Using computer simultations of the received signal characteristics, the sys-

tem problems concerning velocity measurement errors and path profile selec-

tivity were explored. Final comments contain improved signal processing tech-

niques and aperture specifications for future equipment.

J. l
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3. E MlATION ALGORITHMS FOR DSN

&1 Overview

The problem of locating and classifying multiple sources on the basis of

information received by different sensors in the network requires the use of

various signal processing modules. Many of these modules embody some kind of

an estimation algorithm. The performance of the DSN system will depend

strongly on the quality of its "front end", i.e.. the part of the system that takes

raw sensor Information and converts it into higher level parameters such as

TDOA estimates, spectral estimates, or likelihood functions. Therefore, the

development of estimation algorithms that are efficient and suitable for distri-

buted implementation is an essential step towards the achievement of a high

performance DSN system. Since multiple sensors and sensor arrays are

involved, we need in general to consider multichannel estimation algorithms.

A major step in this direction is provided by our development of ladder

forms for time-series modeling and estimation. This development can be con-

sidered as a significant breakthrough in the areas of least-squares estimation

and adaptive signal processing. The body of theory and the numerous algo-

rithm developed during the last reporting period will have a strong impact in

many areas, including: speech processing, acoustic signal processing for sonar,

adaptive arrays, and high resolution spectral estimation. A tremendous amount

of interest was generated by our presentations of the theory and practice of

ladder forms. The number of publications and applications related to ladder

forms seems to be on an exponential growth curve. The highlights of these very

exciting results are presented in Section 3.2. We believe that estimation tech-

iques based on these ladder forms will lead to significant improvements in DSN

performance. over that achievable with the more traditional techniques.

• .. .. . '. . / , . . -. .--.- .... . .-- . ..-.. , .*



An interesting byproduct of the ladder form was the fact that one of the

quantities being computed as part of their recursions is a sensitive indicator of

events in the observed data. This led us to develop efficient algorithms that can

be used to detect the appearance or disappearance of sources, or other events

in a DSN scenario. In Section 3.3 we summarize some of the results in this area.

Another very important development in the area of efficient computational

techniques was our work on doubling and tree algorithms. One main result of

this work was the development of an inversion algorithm for NxN Toeplitz

matrices that requires O(Nlog2N) operations. The need for inverting Toeplitz

matrices arises in most estimation problems related to stationary, or nearly sta-

tionary (finite rank) processes. For general matrices we developed an efficient

distributed algorithm, that requires only Local com unications between proces-

sors either arranged in a one or two dimensional array. An application of partic-

ular interest to the DSN problem is adaptive beamforming. Section 3.4 presents

a brief description of our work in this area.

Ladder forms and other least-squares estimation techniques have numerous

applications to adaptive signal processing problems. We investigated several

such problems including adaptive line enhancement and adaptive linear phase

filtering. Section 3.5 presents these and other related results.

% % r% Pr
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3.2 Lader Algorithms For Estimation and Adaptive Processing

A large number of publications were written on the theory and application

of ladder forms during the last reporting period. e.g., [LEE] [LFM] [LM1] [FR2]

[FR3] (PFM]. The number and diversity of research topics that were addressed

makes it difficult to present a comprehensive summary. In this section we will

therefore discuss only the highlights of our work. We start by introducing ladder

structures and their properties.

Ladder Struetures

Finite dimensional linear systems can be realized using different network

configurations. These are typically classilied as direct, cascade and parallel

forms [OS]. As an example, consider an auto-regressive moving-average (ARKA)

model given by

A direction realization of this model is depicted in Figure 3.1.

I II.A

FlgureS.1. DirectReaeization of H(z)=B(x)/A(s)

Many other direct realizations of the same transfer functions are possible,

corresponding to different canonical forms (controller, observer, etc. [KA1]).

Cascade realizations have been used extensively in network synthesis and

related areas (W]. Perusal of the vast literature on adaptive systems reveals
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t an overwhelming majority of the work in this area is based on the direct

lization. A notable exception is a special case of cascade realizations: the

Cer form. A typical example of a ladder form for an autoregressive (AR) or

pole model is depicted in Figure 3.2.

r -,-.-..,.,

Fiure 3.2. An Autoregressive Ladder Form

der type structures originated in Network and Scattering Theory and

ame popular more recently in speech processing [MG] and actually earlier in

mic applications. However, their overall impact on the area of adaptive pro-

Bing is still relatively small when compared to the popularity of direct reali-

03J.

Ladder structures have many attractive features which make them prefer-

i to direct realizations. One such feature is the orthogonality (decoupling)

erty. the signals propagating in a ladder form whitening filter (the forward

backward innovations) are uncorrelated and therefore the coefficients of

filter can be adjusted independently. One manifestation of this property is

fact that when the order of the ladder filter is increased, one can add addi-

&l sections to the filter uitlhou changing the rest of the filter. In other

is, the (p+l)-th order filter which fits a given data set J-y(t) r=0 , is the

e as the p-th order filter, except for the last section. i.e., the lower order

els are esed in the higher order models. Therefore, ladder filters make it

Ible to get uimultwwous estimates of models of dijfferent orders (up to a
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maximum filter order), with no extra computation! This flexibility is extremely

useful in tackling the problem of model order determination, which is one of the

most difficult aspects of signal modeling. It should be noted that this nesting

property does not hold for direct realizations.

The cascaded structure of the ladder filter (consisting of identical sections)

is very convenient from an implementation standpoint, especially if special pur-

pose hardware (e.g., VLSI ) is used. Other properties of ladder forms which have

been reported in speech processing literature are their excellent numerical

behavior, robustness and insensitivity to round-off noise. Ladder forms have

also been used very successfully for adaptive filtering applications like noise

cancelling, and channel equalization

The reasons for the many favorable properties of ladder forms have not

been fully explored. One important issue is the interpretation of the reflection

coefficients as partial correlations between the forward and backward- innova-

tions. These quantities have a more direct physical meaning than the ARMA

coefficients Jul, btI , which are related in a complicated way to the poles and

zeroes of the system (through finding roots of a polynomial). Furthermore, the

mapping from ARMA coefficients to poles and zeroes is very sensitive, i.e., small

changes in the coefficients can lead to relatively large changes in pole-zero loca-

tions. The sensitivity to changes in reflection coefficients seems to be consider-

ably smaller. Ladder models are also naturally related to physical models like

transmission lines or a layered scattering medium. Such models correspond,

for example, to sound waves propagating in shallow water. The reflection

coefficients correspond to actual reflections of waves propagating in the

transmission line. The lat, btI coefficients do not seem to have a direct physi-

cal interpretation of this kind.

In view of these observations it may seem somewhat surprising that ladder
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3.3 Event Detection

The basic concept of event detection and its usefulness for DSN application

was discussed already in [DSN]. Since then, we performed a more detailed study

of the ladder form as an event detector, in the context of speech processing.

The following is a summary of this work, as described in [LM2].

The many nice features and advantages, such as a fast parameter tracking

and excellent convergence, of a class of recursive least-squares ladder estima-

tion algorithms have been reported by us in [MLNV]. [MVL] and [ML2]. The appli-

cation of these results to speech modeling and synthesis were reported in [ML1].

In [LM2] we present a novel innovations based pitch detection technique using

the ladder algorithms. The important features of this pitch detector include:

(1) on-line time-domain operation directly on the speech waveforms;

(ii) all the necessary variables for the pitch detector are already computed by

the modeling ladder algorithms and therefore is well-suited for an

integrated implementation. (e.g., VLSI).

The basic assumption is that the speech driving process consists of a

approximately Gaussian part (unvoiced), and a jump component (voiced). The

pitch positions located by processing the innovations alone are not very accu-

rate because the non-whiteness of the Gaussian component will act to cloud the

position of the pulses, mainly due to phase-distortions. In our ladder algo-

rithnms. a gain parameter called 7., is computed recursively in the time-update

recursions. This 7, parameter turns out to be a very useful Gaussian log-

likelihood type function for separating the mixed driving process into Gaussian

and non-Gaussian components.

Briefly, the 7 variable appears in the joint Gaussian distribution of speech

samples liir, yr-i ..... r-p as
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Plopment of a particular class of filter configurations, the ladder or lattice

is, which allows designs to meet the stringent accuracy and speed require-

its of complex applications like speech synthesis and analysis. Such struc-

is go beyond the realm of filtering and induce novel pipelined and parallel

Prithrms for the solution of important problems in matrix arithmetic.

In this paper, we first describe the variety of operations performed by an

ptive filter for speech analysis. A short review of the CORDIC algorithms

vs that they are ideally suited to realize these operations. To complete the

ly of the filter implementation, a real-time speech analysis chip is discussed

'se only processing elements are CORDIC blocks.

Next we turn our attention to more general numerical problems involving

rices. These problems are classified in terms of the order of the matrices.

eed large size problems generally possess some structure, for instance

rseness, so that they can be described by fewer parameters than if they had

arbitrary number of elements. Methods for the solution of large problems

dictated by their structure, which must be preserved during the computa-

is so that both storage and execution time stay low. After the description of

bly parallel architectures based on CORDIC blocks for small problems, i.e.,

3out any structural assumption, we survey several architectures for large

blems. Image reconstruction, beamforming for large antenna arrays (with

0 or more sensors), seismic data processing, boundary-value problems in

tial differential equations (such as the ones encountered in weather forecast-

), are just a few examples of large problems that can be efficiently solved with

se architectures.

- ..
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of signal processing techniques carries over to numerical linear algebra: direct

techniques are related to triangular matrix factorization and inversion, while

transform techniques are closer to orthogonalization and eigenvalue determina-

tion.

We address the issue of efficiently computing elementary operations which

are prominent in signal processing and matrix computations. Most signal pro-

cessing structures, whether parallel or not, tend to emphasize the need for fast

multiplication (e.g.. [4]). However, we show that fast vector rotation and related

coordinate transformations are much more fundamental elementary operations

for these problems. Algorithms that perform these operations were introduced

by J.K Volder [5]. who named them CORDIC for COordinate Rotation Digital Com-

puter. Thus we advocate the use of CORDIC-like blocks as elementary proces-

sors.

Parallel execution is needed to achieve large throughputs; "highly con-

current" systems, consisting of many processors operating simultaneously, are

developed for this purpose. Computer scientists have designed multiprocessor

systems and array processors in the past, see e.g. [3b]-[3d]. With the advent of

VLSI such collections of processors become economically feasible, since many

processing elements may be realized on a single chip. This has lead to much

renewed interest in parallel processing as witness [I]-[3]. Up to now, the effort

has been mainly to restructure for parallel execution existing algorithms,

designed for execution on single processor machines. However, better perfor-

mance can be expected from algorithms designed to exploit the computational

capabilities of parallel processors.

Much can be learned from the signal processing community, which, over the

last two decades, has paid considerable attention to issues related to the digital

Implementation of fAlters or transforms. One outcome of this effort has been the
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resulted in a push for the development of faster computing structures as well as

mgorithrs of lower computational complexity. For particular problems, special

purpose hardware has also been developed, but, owing to its lack of generality,

this approach will not be considered here.

General purpose uniprocessor computers, especially microcomputers, have

been utilized in the high speed signal processing arena with only limited success

for primarily three reasons. First, they cannot in general compute a variety of

elementary operations such as multiplication, vector rotation and trigonometric

functions efficiently. These operations are very common in signal processing

algorithms. Secondly, general purpose computer architectures provide only

cumbersome address arithmetic for data structures, such as circular buffers,

that occur frequently in communications applications. Finally. signal processing

algorithms exhibit a substantial amount of parallelism that is not efficiently

exploited in a uniprocessor system. A notable exception is the AMD2900 family

which allows some parallelism through the extensive use of two port random

access memories (RAM's).

Signal processing techniques roughly fall into two categories:

- direct or recursive techniques, where the signal simply passes through a

digital filter, and

- transform techniques, where the signal is batch-processed. A global

transformation is first applied to a batch of data, then simple operations

like windowing are performed in the transform domain, and finally, the

resulting signal is transformed back into the original domain.

Matrix computations share many features with digital signal processing.

They call for the same set of elementary operations, essentially scaling, rota-

aos, trigonometric functions and square-roots. Furthermore, and this illus-

trates the extent of the connection between these two areas, the above partition

: : =Z7 ':'- :. :?-' '- ..'...'- -"_'-: "-".-* *-, --. - .* . ,.-. -.-.
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more. the duality between Generalized Levinson/Fast Cholesky algorithms is

clearly displayed as a construction/extraction of elementary sections of the

same transfer matrix T.

(iv) A VL% Seech Analysis Chip Set Based on the Square-Root Normalized

Ladder Farm [AML]

One of the most attractive features of ladder estimation algorithms is their

highly modular structure and suitability for VLSI (Very Large Scale Integration)

implementations. To demonstrate this fact, we presented in [AMLIA] and [AAM] a

chip set design based on our square-root normalized ladder form. It is shown

that the equations are amenable to implementation using the so-called CORDIC

(Coordinate Rotation Digital Computer) algorithms because the time and order

updates are easily representable as orthogonal transformations or rotations. An

integrated implementation which exploits the concurrency of the ladder recur-

sions together with possible hardware, speed and area tradeoffs are presented.

The general applicability of the chip set to other signal processing tasks is

demonstrated by showing that the discrete Fourier transform (DFT) is naturally

suited to the architecture. We note that our theoretical development of the

rotation based theory for ladder forms [MML] [MMfLD] was actually motivated by

implementation Issues using CORDIC'S.

(v) Hghy Concurrent Compubng rUctures for Digtal Signal Processing and

Matrix Arithmetc [ADIM]

One important measure of the utility of digital signal processing algorithms

has traditionally been computational complexity. The digital implementation of

such algorithms has been frequently difficult (or impossible) since they tend to

be compute bound. Consequently, the quest for real time signal processing has
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(ii) Hilbert Smce Array Methods for Ladder Realizations [MML]

In this paper we presented a Hilbert space array approach for deriving fast

estimation algorithms and adaptive signal processing algorithms, that are recur-

sive in time and order. Ladder (or lattice) forms turn out to be the natural real-

izations of these algorithms. From a stochastic point of view, the natural class

of processes associated with these techniques include stationary but also non-

stationary processes. They are encountered in adaptive signal processing,

speech modeling and radar and sonar, high-resolution spectral estimation, dis-

tance measures, etc. The use of projections and orthonormalization, e.g.. via

Gram-Schmidt procedures induces real and complex rotation as basis opera-

tions, resulting in magnitude normalized variables and numerically stable com-

putations.

(iii) E-Contractive Embedding. of the Discrete Lypunov Equation [DGMJV

In the paper [DM1], a Levinson-type algorithm for fast inversion of covari-

ance matrices with low displacement rank has been derived. In [DGMV] we first

present a normalized version of these recursions (the multichannel case is con-

sidered throughout the paper). Then, the quantities involved in these recursions

are embedded into a state-space description. This realization exhibits an ortho-

gonality property that translates into the para-unitarity and contractiveness of

Its associated transfer matrix T(z).

In general, a para-unitary transfer matrix can be shown to admit a cascade

realization with sections of degree one. i.e.. with one memory element. We

demonstrate that the Generalized Levinson algorithm builds recursively a cas-

cade realization of T(k). where the elementary sections have p memory ele-

ments, p being the number of channels. The General Fast Cholesky algorithm

by columns (Ml] is also shown to yield the same cascade realization. Further-
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certain Rccati-type equations. Indeed, it turns out that the state-space system

matrix of the ladder form is identical to a certain canonical matrix for the

discrete-time Lyapunov equation called Schwarz form, investigated for instance

by Mansour (MAN], in the context of Lyapunov stability test. This connection

between the ladder form and the Schwarz form was noted by Morf [M2], and was

elaborated on by Lee [LEE].

Since Lyapunov theory is intimately related to well known classical results

of the polynomial approach, such as Routh-Hurwitz, Hermite, and Sclhur-Cohn.

etc. the ladder form solution to Lyapunov and Riccati-type problems often offers

much simpler and elucidating proofs to many classical results. As an example,

the solution to the classical Schur-Cohn problem can be established via the

ladder form, demonstrating the simplicity of the ladder canonical form method.

compared to other approaches such as the controller form solution [BW] and

Hankel matrix approach [DAT].

We discuss other Implications of the state-space structures of the ladder

form such as demonstrating the extremely efficient way of generating stationary

states of any white noise driven system in the minimal number of steps (equal to

the order of the system) and simultaneously check for stability or stationarity of

a process.

We may note that representation of the state-space by other orthogonal

polynomials have been considered in the literature. For example. Good [GO] has

considered the Chebyshey polynomials in the so-called colleague matrix form.

Barnett [BAR], and Anderson [AND] have considered extensions to generalized

orthogonal polynomials in the so-called comrade matrix forms.

We briefly describe the transformations between ladder and controller

canonical forms and outline the derivations of some of the properties mentioned

above; details will appear In a forthcoming paper.

7 _" .0 P P 4 C -' .- "..1 . I
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teaoretic tudet

In addition to the derivation of ladder algorithms of different types, a con-

siderable amount of work was done on various theoretical issues related to

ladder structures. As mentioned earlier, ladder forms play an important role in

system theory. In fact they seem to provide a particularly convenient "coordi-

nate system" for studying a large class of system theoretic problems. We briefly

summarize here some of the main issues that were addressed so far.

(i) State Space Structure of Ladder Can=9ni Forn [IL]

The purpose of this paper is to present the structure of the ladder canoni-

cal forms in a state-space model context and to recast and review various

results involving ladder forms from a state-space model view, in contrast to the

input/output (or transfer function) point of view stressed in the past.

The transformations between ladder- and other state- space canonical

forms are presented. By means of state-space models we established some of

the more interesting properties of the ladder forms, such as being the natural

canonical form for the discrete-time Lyapunov and the matrix Riccati equation

for stationary and so-called nearly stationary or flAnte rank processes.

Conventional canonical state-space realizations are obtained by construct-

ing bases of either the Hankel matrix of the Markov parameters or of the con-

trollability (or observability) matrices of the system The ladder form realiza-

tions are obtained by an orthonormalization (using a Gram-Schmidt type pro-

cedure) of the state-space with the Szegio orthogonal polynomials as basis

[M1].[M2], or equivalently via (numerically stable) orthogonal transformations.

As a result of this orthonormalization. the state covariance matrix has the dis-

tinct advantage of being diagonal (or unity In certain normalized case) when the

input is white, thus making it an attractive choice for solution to Lyapunov and

, .- "-: " " , : " -".. . v v -" " v -".' , ", • v .". .*"-". " ',- -.- '-" " '-" '.'-S .
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The covariance ladder form has numerous applications in adaptive process-

ing and it also provides an efficient solution technique to numerous problems in

system theory, such as:

(1) Minimal realization of multi-input and multi-output impulse response

sequences, and of covariance sequences (the so-called stochastic realiza-

tion problem);

(Ii) Transforming right Matrix Fraction Descriptions (MFD) to left MFD's and

vice versa. This problem arises in the ARMA modeling approach to the

source location problem, as described in Section 2.4;

(iit) Model approximation by choosing a desired number of sections in a ladder

realization;

(iv) Stability tests for continuous and discrete time-invariant systems.

Convergence Analysis [W]

An important step in the development of any new recursive algorithm is the

analysis of its convergence. In the case of the AR ladder form such an analysis is

not really needed, since the algorithm provides an exact solution of a least-

squares problem, and the asymptotic properties of recursive least-squares esti-

mators are by now well known. The situation is very different In the case of the

ARMA ladder which involves a nonlinear "bootstrapping" technique. In [EM.] a

preliminary convergence analysis is presented. £his paper gives an asymptotic

analysis of a particular ladder algorithm, designed for auto-regressive moving-

average (ARXA) modeling of time-series. A thorough analysis of a second order

case reveals that the asymptotic properties can be improved by modifying the

algorithm. The modifed algorithm is then shown to be asymptotically equivalent

to the well-known extended least squares method in the general case.

, .. .. " ..-. 0 ., , .-. , . . . -. ,. -
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This would be the case. for example, if ur is generated by linear feedback in a

control system. The vector process zT = [yj, uj]' will then have an AR

representation

'I - =F- "I + (3.6)

By applying any AR modeling technique to the time-series jz; j7r1, we can obtain

estimates of the ARMA parameters N., bt. As a by-product we also get the

parameters ct. di of the model for u7. If these are not needed, it is possible to

simplify the algorithm by eliminating the equations involving ft, gt.

When the input ur is not known, such as in the case of modeling an ARMA

times series, the situation is slightly more complicated. The unknown input

need to be replaced by its estimate, which under certain assumption can be

shown to be 4. For a detailed presentation of this case see [FR2]. [LEE].

Similar ideas can be used to develop ladder forms for joint process estima-

tion [LM 1], [LEE] and for ARMAX models [FR3].

The square-root normalized ladder algorithms discussed so far provide a

solution to the so-called pre-windowed form of the normal equations. Another

version of the normal equations that is commonly used in speech processing and

other applications is the covariance form. In [PFM] we developed the growing

memory and sliding memory covariance ladder algorithms, using a simplified

derivation method. Reference [PFM] also includes some new ladder form reali-

zations of the identified models, leading to convenient methods for computing

the parameters from estimated reflection coefficients. Another topic presented

there is a complete solution to the problem of possible singularities in the

ladder update equations.
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greater simplicity of the normalized recursions leads us to prefer them over

their unnormalized counterparts. Sometimes it is desired to compute the

nmormalized innovations for comparisons with other spectral estimation tech-

niques. This can be done by proper scaling of the normalized variables:

= 1 -T-.r-)];.r ep.r = unnormalized innovations (3.3a)

p.r = (1 - t7-.r-t)vp.r = variance normalized innovations (3.3b)

where

R.=r' Rf Fl (1 - ,r R. 7 )% = forward .innovations covariance (3.4a)

(i -,-1 .r-() = ,l (1 -. r-. r,.._,) (3.4b)

Equations (3.2a)-(3.2c) represent an adaptive whitening filter. Given a (vec-

tor) data sequence T, they generate an innovations sequence er as well as a

set of reflection coefficients A;.rj which fully characterize the filter.

Some Ri]mxtesns

So far we discussed only ladder forms for multichannel AR processes. As

mentioned before, by using certain embedding techniques, it is possible to

extend these results to more general situations. In [LEE], CLM] and (FR2] we

presented such an extension to ARMA models. As an illustration of the embed-

ding idea. we present here a brief description of its application to the ARMA

case.

Consider the problem of estimating the parameters of the ARMA model

given by Eq. (3.1) from input/output data |y/, li,. Let us assume that the

Input process ur is in itself an ARMA process:

UT 4f-~- g"- (3.5)

"A -7
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Thus, with just one extra equation we can solve the model fitting problem!

Several versions of the exact least squares ladder forms were developed:

the unnormalized, the variance normalized and the magnitude normalized

ladder forms. The normalizations refer to the signals propagating in the ladder

filter. i.e., the forwards and backwards innovations. The variance normalized

form involves signals with unit variance and the magnitude normalized form has

signals with magnitude less than one. The simplest of these three forms is the

magnitude normalized algorithm which is summaried below for the all-pole (AR)

case. It should be noted that this normalization makes it possible to compute

*" the ladder recursions with fixed-point arithmetic, which is ideally suited for

micro-processor and very large scale integration (VLSI) implementation'

The basic square-root normalized AR ladder recursions are given by

Kp,.(. = V[.- t.rKcAP1,+.r] [I- p.- r;.-i -]"' p. r;.r . (3.2a)

pe., = [I - A+I.T Ka.T]'i[i.- -- K+I. T...l] (1 - '.r.)-1 (3.2b)

= - K 4 .1 . f, 4 .+],.rl p7- - K4+1.T L,.T] (1 -
1 .T Lpp.rY (3.2c)

where

K/ = reflection coefficient matrix

ep = magnitude normeAzed forward innovations

. = magnitude normalized backward innovations

The notation •] denotes the matrix square root. The derivation of the all-

pole normalized ladder forms can be found in (LEE], [LM1]. Alternatively, one

may use the unnormalized ladder forms [MLl] [MT11. However, preliminary

tests seem to indicate that the normalized recursions perform at least as well as

(and maybe better than) the unnormalized version. This fact combined with the

." -P . . - . . . . .
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windowing (e.g., as in the covarLance.or auto-correlation method). An assump-

tion of stationarity (Toeplitz covariance matrix) is used in these computations.

Block processing is often useful, but in adaptive processing applications

where computations have to be carried out in real-time, recursive methods are

needed. Recursive methods have distinct advantages even in situations where

block processing could be used. They are generally easier to implement and

lead to greater flexibility. In signal processing applications where the signals

have time-varying nonstationary statistics it is useful to be able to update con-

tinuously the estimates of the model parameters (e.g., the reflection coefficients

of the ladder form), rather than do so at fixed time intervals. Ths allows faster

adaptation of the filter to variations n the data. Because of these and other rea-

sons there is great interest in developing recursive algorithms for fitting ladder

filters to an observed time series. Some results have been reported, using gra-

dient search techniques which adaptively vary the reflection coefficients so as to

minimize a square error criterion. These gradient techniques often show slow

convergence which limits their usefulness.

The exact least-squares method is a recursive technique for computing the

ladder coefficients. It computes at each Ume step, a set of reflection

coefficients which minimizes the sum of the squared errors for the data

sequences up that time. Thus, it provides an ect solution to the least squares

model fitting problem! The computation is recursive both in time and in model

order, which adds an extra degree of flexibility. What is rather remarkable is

that this exact recursive solution is obtained at almost no increase in the com-

putatiotal requirements. The normalized ladder forms involve only three

update equations per time step and per section of the filter. Two of these equa-

tions are needed to Implement the ladder filter (i.e., propagate the forwards the

backwards innovations), while the third updates the reflection coefficients.

".. . .-. . " . " - . - - ' ' . . - -. '.- -
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forms -%e not more widely used in adaptive processing. One reason for this may

be the fact that until fairly recently techniques for fitting ladder structures to

observed data were restricted to very simple classes of systems of the single-

input single-output all-pole (or all-zero) type. Many adaptive processing prob-

lems involve ARMA models and multiple inputs and outputs. Using a certain

embedding approach we were able to extend considerably the class of problems

to which ladder structures can be applied.

A second reason which may have limited the use or ladder structures was

the lack of efficient recursive computational methods for estimating ladder

parameters (reflection coefficients). Until fairly recently, the only techniques

available for ladder modeling were of the block processing type, i.e., they

operated on data collected over a finite time interval. Adaptive processing

requires frequent updating of the estimated parameters which is best achieved

by a recursive algorithm. It is pos.ible to use block processing algorithms in a

sliding-window mode to obtain point-by-point updates, but this often requires

prohibitive amounts of computation. The development of the exact least

squares recursions for ladder forms provides a strikingly simple and efficient

algorithm, which makes the use of ladder forms in adaptive processing much

" more attractive.

- l]ursive ladder Farms

Various a&orithms have been proposed for finding a ladder form represen-

tation of time series. These algorithms are mostly of the block-processing type.

Typically, the algorithm is based on the fact that given the data covariance

matrix, the reflection coefficients can be computed by a Levinson-type recur-

sioeL Since the data covariance is usually unknown, it has to be replaced by an

estimate. This is done by using the sample covariance of the data with a proper

estiate byuing ssznle f apope
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p(yr..... r-) = 12ir, I- '" expi- j,"p.T . (3.7)

where

VP.? = [yr .... ?yr-1] R;. (yr..- -...- r-,]F (3.8)

and R, is the covariance matrix. Taking the logarithm, we have a log-likelihood

function of the form

A, = in IR I + IlyI1-

= inIRPlI + 7P. (3.9)

It turns out that the increase in Ap per sample, i.e., the derivative, 5 A, of

A, is a very sensitive measure of the "unexpectedness" of a speech sample,

i.e., a measure of the deviation of the actual distribution from the Gaussian

hypothesis. This is actually a very useful approach in the so-called innovations

based detection of outliers in the statistics literature, see [ANSI, [AN].

Thus a very simple but powerful pitch pulse detector can be designed as fol-

lows:

(i) use a local maximum algorithm either on 6 N, or 6 -y, returning a zero

value if the maximum is below some threshold;

(i) multiply the resulting log-likelihood by the innovations, p, and then use a

simple exponential threshold detector similar to that of [GR] to locate the

pitch pulses.

A sample of the pitch detection results is shown in the sequence of figures

below.

L' -%* -% , - - - . '
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We may note that this particular pitch detection scheme was designed to

illustrate the basic principles and the power of our ladder form algorithms, and

is by no means an optimized solution to the problem of pitch detection. This is

clear from the fact that plosive sounds also generate large y's; however they

tend to be isolated and not to occur In periodic intervals.

From a stochastic modeling point of view, one should be able to decompose

the driving process into essentially continuous and discontinuous or jump type

components. We view the above scheme as a first step in this direction.

The algorithm discussed above can be used as a sensitive detector of vari-

ous events In a DSN system such as: the appearance (or disappearance) of a new

source in the area under surveillance; a change of course, in the flight path of an

airplane or other source of acoustic energy a change in the spectral charac-

teristics of the source. This event detector can be used to identify which por-

tions of the large amount of data that are expected to be available in a DSN sys-

tem, are of interest. We then can proceed to process in detail only the selected

data, thus achieving considerable savings in computational requirements.

We note that other types popular log-likelihood functions distance or distor-

tion measures can be computed efficiently via ladder forms, for a discussion of

such results see [LM4].

A iaUon to HBgh Speed Modem and Packet Radar/Sonar

Distributed Sensor Networks clearly involve not only collecting and process-

ings data, but communIcatIon/exchange of digital Information as well. We also

stated earlier, that event detection was an important component of data pro-

ceasing. Events, by deflnition, are discrete or discontinuous phenomena that

generally require different sets of mathematical tools and processing algorithms

than continuous or "slowly" varying objects, such as spectral parameters or
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track information of slowly moving sources. Digital information, is discrete by

definition. hence a digital communication system has to be based on signals that

exhibit discontinuous components or events.

Our work on tools for event detection, e.g., using ladder forms for comput-

ing likelihood functions, is now clearly applicable to processing digital communi-

cation data. Although such work has already been done in the area of digital

communication in general and modems (modulators - demodulators) in particu-

lar, relatively few results are available on the computational complexity and

implementation of optimal modem (e.g.. 9.6 kbits for dial-up lines) designs. We

only note that currently available modems are either far from the telephone

channel capacity (e.g., 30 kbits for a single commercial dial-up telephone chan-

nel) or very expensive. The availability of high capacity digital links is, however,

a crucial parameter in a high performance DSN.

Our work on fast computation of likelihood functions and other measures

using ladder forms has now been extended to include the problem of optimal

design of digital modems. As an example that would test our mathematical

design tools, we decided to work out a design of binary FSK and PSK modems.

This design is based on ladderforms, hence an economic implementation could

be based on our IADMOS - VLSI chip design.

Our preliminary simulation studies have indicated that this modem has

Bayes optimal detection characteristics in coLored Gaussian noise.

In a DSN context, the comrb*atoi of passive or active sensors (e.g.,

sonar/radar/acoustic). and analog or digital communication is an extremely

promising solution, in our opinion, to the design constraints imposed on a DSN

by its distributed character and most likely limited communication capacity

over hard channels (cables, fiber optic. etc.).
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We envision that cooperative sensors and possibly active transmitters for

both source tracking and communication will lead to new types of solutions for

DSN problems. For example, the bistatic radar mode of operation is very

natural between communicating sensor nodes, if transmitters are linked to the

sensors; hence cooperative tracking of sources, as well as "space-hopping" (in

addition to frequency and time hopping radar/sonar modes) is clearly achiev-

able. In addition if transmitting signals are modulated with digital data, high

bandui th digital communication channels become available between sensor

nodes! I.e.. we can envision packet radr/sonar networks. In order to achieve

this goal we clearly need combined event detection and digital modem related

signal processing tools of the type we are developing.

I~~~~~ ~ 'dr r h . ?*' ~~.~r ~y-~*:
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.4 DouUblng and Tree Agorithm [M3]. [I1], [ADM]

The inversion of Toeplitz covariance matrices arises in practically all esti-

mation problems related to stationary time series. If Img J is a stationary ran-

dom process, and z is some statistically related random variable, then the

least squares estimate of z based on observations jg 1gu.o is given by

z = . R,-;Y , (3.10)

where R, is the covariance a itrix of the data vector Y = o .... Vi' and

R, is the cross covariance, i.e., R. = E clz I. Because of the assumption of

rstationarity, R. has a Toeplitz structure. The random variables jyh .a do not

necessarily represent a time sequence. They may be, for example, measure-

ments at the outputs of mttlple sensors, in which case the index t represents

the sensor number (i.e., it is a spatial rather than a temporal index). This type

of problem arises in adaptive beamforming, adaptive antenna arrays, and in a

DSN system consisting of multiple acoustic or electromagnetic sensors.

Development of efficient solution techniques for Toeplitz sets of equations is

therefore of great Interest in the context of DSN signal processing.

Using the HGCD algorithm of Aho. Hopcroft, Ulman [AHU], Gustavson and

Yun [GY] constructed an algorithm to invert a Toeplltz matrix in O(n logvn).

The main principle used in the HGCD (half-greatest-common-divlsor) as well as in

our new algorithm Is the "divide and conquer" or "doubling" approach. In both

cases an implicit form of the inverse of an n x n Toeplitz matrix 7' is found in

O(n logen) operations; however, our algorithms can work with a larger class of

matrices, and they have the potential for being more efficient, e.g., O(n log nL).

We are interested in using the idea of doubling directly on Toeplitz matrices

without referring to the HGCD algorithm and to find expressions for inverting a

more general class of matrices, that is related to Toeplitz matrices. The objec-

i.';,'- ,. ..-, ' .;;/ -' .,...-,,. <,,. -.------. , .. ,---- ,- ..-,, ., . , . , . ., , ,. . .
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tive was to reduce the O(ns) operations of the well-known algorithm of Levinson

(LEVI and its a-Toeplitz matrix extensions (Ml], (FIaCL]. (KKK].

First we recall the definition and properties of displacement ranks required

in the proof of the basic algorithm. Then we Introduce the Fast Toeplitz Matrix

Inversion Algorithm. It is based on partitioning of a matrix

where the indices indicate the dimensions of matrices, and its inverse

M&I =As an(3.12)

The Schur complements of the submatrices A. and L6 are defined as

la = A. - On -l C. , B6 = Dn -c A,- B, (3.13)

Now we have the following well known relations

An = A- T = ' + A4- B, D. Q A,-  (3.14)

B, = - o' D,, = -A, B,, DWI (3.15)

C. = -B. -,A; = -D, 1-'A ,, (3.16)

= W,'= + ;,- Bal' (3.17)

The algorithm HI1 (half a-Toeplitz matrix inversion) follows by applying the

properties of Toeplltz and sums of products of Toeplitz matrices to these formu-

las, and calling the HTI algorithm recursively for the necessary inversions of

submatrices. The crucial observation is that the Schur complements have an

efficient representation that is just as complex as the submatrices themselves,

Le.. they have the same so-called displacement rank, a number that measures

the distance from a Toeplitz matrix, hence the same computational complexity

• ,_ _ ,. *% ' a .- " % > *. *." , " - ? . :... "%.*'.'.'--,. ? .-. . -t-.-;- -''
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for multiplications and inversions.

We conclude by mentioning some applications of these results. Matrix

inversion algorithms that are based on partitioning lead to the problem of

inverting the Schur complement of a submatrix. If one is interested in algo-

rithms that can take advantage of the structure of the matrix to be inverted,

the question arises, what properties are n-vaiant under the Schur complement

action. As an illustration, we sketch a partial list of matrices that can be shown

to have such invariance;

- Hankel and Hankel plus Toeplitz type equations;

- Banded and rational (ratio of banded) type matrices, O(n log b);

- Block Toeplitz circulant or Hankel matrices;

- Matrices that are related to two-dimensional (2-D) and multi-dimensional

(M-D) problems, e.g., Toeplitz block Toeplitz matrices;

- Other combinations of the above.

There are various other interesting topics that are related to doubling algo-

rithms of this type, e.g..

- Stochastic interpretation of doubling/halving algorithms [DM1], [MD1];

- Fractal ladder form realization of matrix inversion.

- open problems, especially computational refinements,

- other applications, estimation, detection, pattern recognition,

- image reconstruction from projection, etc.

The study of structures of sets that are inherited in subset is a topic by

itself. Generally this leads to recursive function theory. A very interesting class

of objects, perhaps up to now more of a curiosity, consists of the so-called.frac-

tals. They are best thought of as objects created by recursive function calls or

by "mirror galleries". For an example see the "fractal ladder realization" in



4].

Many, especially yet undiscovered applications can be obtained by suitable

orations that convert structure of matrices into sparseness. Simple examples

this type are matrices that have higher order displacement rank, e.g.. [KKMJ.

Leh concepts are useful for matrices with n&-order polynomial variation along

ingonals and off-diagonals, compared to constants for Toeplitz matrices.
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&.5 Adoptive Sgnal Processing

The distributed sensor network operates in an uncertain environment.

Various system parameters are unknown to the processing nodes either because

of random effects or because of their time varying nature. Therefore, fixed sig-

nal processing schemes may be Inadequate in certain DSN applications, and an

adaptive processing technique will have to be used. Several adaptive techniques

were developed as part of our research program, and are briefly summarized

below.

Maptive Unearfbaw Filters [712]

An important class of filters commonly used in digital signal processing is

the class of finite impulse response (FIR) linear-phase filters. Such filters are

needed in applications where frequency dispersion due to nonlinear phase is

harmful, e.g.. speech processing and data transmission. Signals in the passband

of linear-phase filters are reproduced exactly at the filter output, except for a

delay corresponding to the slope of the phase vs. frequency plot. An extensive

literature exists on the design of linear-phase filters with a desired frequency

response and various efficient design algorithms have been developed. Most of

this literature deals, however, with non-adaptve processing, i.e., designing the

fiter to have a known frequency response (or impulse response). Relatively lit-

tle work seems to have been done on adaptive linear-phase filters, i.e., filters

whose characteristics are determined on the basis of an observed time-series,

and not on apriori specifications.

An FIR linear-phase filter Is characterized by a symmetric impulse

response. Let A(x) represent the transfer function of an FIR filter, where

A(x) = ao + aiz- ' '  (3.18)

. . . .. . . . .. . -m m mmm m mmmi ' = i ' ' r . . ",:.
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X- 1 = unit delay operation, i.e., z-Is = =t-I

his filter will be a linear-phase filter if a, = a,_. In this paper we will

* assume that acg = 1. Such filters appear in adaptive processing applica-

often without being explicity identified as having linear phase. As an

pie consider the high resolution spectral estimation of narrowband signals,

toregressive (AR) modeling. Various spectral estimation techniques such

e Maximum Entropy method [BUR]. or Pisarenko's method [PIS]. involve

;ting of as AR predictor A(z) to the observed data sequence yj and then

it to compute the spectrum

S = zA(r)A(-1)=h (3.19)

the data yj has a pure line spectrum (i.e., a sum of sinusoids of different

.ncies) it is straightforward to show that A (z) will be a symmetric polyno-

with all its roots on the unit circle. In other words, the predictor A(z) is

cia case of a linear-phase filter.* In many of these techniques the sym-

of A(c) is imposed implicitly.

he Interconnection between the predictor of a narrowband signal and

-phase filtering should make the techniques described in this paper useful

plications including adaptive line enhancement, adaptive noise cancelling

laptive array processing. Another area where linear-phase filters are of

I interest is adaptive channel equalization.

is objective of this paper is to formulate the adaptive linear-phase filter-

oblem. discuss its interpretations in the context of linear least-squares

tion and derive several types of adaptive algorithms. The emphasis is on

neral features of the adaptive linear-phase filter and not on any specific

ar,. if so is a zero of a lnea-pae] . ois 1/a,. For a zero on th unit cfr-
=; m ,and tberefore 1/ = a The 'complex pair e "We-:"J

n . ofid frequumiy cio .

.- .. r.- r . *o.'.. **
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applications. While many aspects of these adaptive filters have been discussed

in the literature, no unified treatment of this subject seems to be available.

Adaptive Line Enhancement [NM]

Recently there has been great interest in the problem of separating narrow

band and periodic signals from wide band signals or noise, using least-squares

predictors. A considerable amount of work was based on gradient type tech-

niques, referred to as Adaptive Line Enhancer (ALE), by B. Widrow et al. [WG]. In

[NM] we analyze the optimal behavior of the ALE, which coincides with the exact

least-squares predictor in steady state. The ALE and the noise canceller can be

viewed as a special case of the joint estimator process estimator or instrumental

variable method, see e.g., [ML2] and [17R4]. where the reference input is a

delayed (or suitably pre-filtered) version of the primary input, as shown in Fig-

ure 3.9.

dk a sk +" e BROAD-BAND

PRIMARY INPUT , -- ' OUTPUT

DELRY
(PRE-FILTER) TRANSVERSAL

dk-D FILTER Yk'aSyk+ny,

W - , NARROW-BANO
REFERENCE OUTPUT

INPUT

ADAPTATION
ALGORITHM

Figure 39. Mock Diagram of the ALE

;,. ... .. ..... ...., .. ... .... ,.. ... .. . ...-. . .- .... - .. - ., -: . ..
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A more detailed examination led us to define several different but related

Ptions of displacement rank, leading to a classification of algorithms and to the

testion of minimality of the various associated representations.

In the discrete case, a new Toeplitz block matrix embedding principle pro-

des us not onh- with an elegant framework for relating various algorithms for

olving Toeplitz systems, but also with an interpretation of the embedding

atrix as a joint covariance matrix. Because ot the larger size of this matrix,

ke number of random variables is roughly alpha times the original number of

triables, hence we encounter an alpha multiplicity in a process representation.

This leads to the first physical insight that we can now provide: alpha is a

Lultiplicity in the representation of a process, as the sum of the outputs of

Ipha linear time-invariant (but not necessarily finite-dimensional) systems

Larting at time zero, i.e. the superposition of their transients. An alternative

iterpretation turned out to be to model the process as the prediction error of

ne process given alpha other "pseudo" processes; pseudo processes because

he estimation errors are by definition orthogonal to the "given" processes, but

bis implies that these "given" processes are not observable in the process to be

,iodeled by the projection theorem. The alpha underlying innovations in the

given" processes can now be viewed as "pseudo" innovations. Like the innova-

Loos they are white processes that can generate the process causally; however,

nlike the true innovations they can in general not be obtained in a causal way,

e. they are smoothing residuals, and they have in general an unobservable

omponent. This component can be viewed as an additive "dither" noise or

enciphering key" that allows the alpha pseudo innovations to be white. In par-

icular the last reference points out some potential applications of this

epresentation.

A careful analysis shows that in general a mixed representation can be
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sumption of stationarity is very widely used. One reason for this dicho-

appear to be observations of abrupt transition between the complexity of

ary and non-stationary results. We have recently introduced an index of

urity (alpha), [FMCL] that has the potential of providing a more gradual

action of non- stationarities into the modeling of stochastic processes.

Is significance of this index alpha is that the larger the value of alpha the

ion-stationary a process is. In addition, the complexity of models and cal-

ins increases only proportional to this index, in a similar way as the order

ndex of complexity for finite dimensional linear systems. However, there

ocesses with finite alpha and infinite order (i.e., non-rational) and vice

hence the two notions are quite independent, except for constant param-

hite dimensional linear systems where alpha is bounded above by the

[KA21]. [MSK]. The difference is seen from the fact that finite order is

Lent with semi-separability of the covariance kernel, say K(s t), whereas

is given by the rank of the separable displacement function

,t) = dK(st)/dt + d(s,t)/ds . see e.g., IKLM], where -1 is an

or of the divergence type. Livshits [LY] defined an equivalent infinitesimal

ition function, and its separability rank the rank of the process. For

Le processes we defined in [MI] the "shift" or tensor rank for matrices

o Toeplitz matrices, or what we call now the displacement rank - alpha.

natrices are basically rational functions of Toeplitz matrices, whereas

rder systems lead to matrices of rational functions.

ay estimation, communication and control problems require the solution

plltz and related systems of equations or integral equations of the dis-

aent type. Such solutions can be obtained efficiently via the use of exist-

ithods, such as the Krein-Levinson type algorithms [KLM], and the more

doubling type algorithms [M3].

%........ ...- ............
. ,., .... .~~~~~~..... ........ ,........ -.. '.--.,'-. r". _
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no, of Livslc. [L].

The displacement rank used so far is actually called a "strict" displacement

rank in contrast with two other displacement ranks, the so-called "+" and "-"

displacement ranks, see e.g. [KKM]. All these indices are closely related; their

difference is bounded by two. It turns out that the Christoffel-Darboux type

representation of the inverse obtained using the strict displacement rank

[FMKL] is not always minimal. However it is possible, applying the semi-group

property of Schur complementation, see [A]. to find a minimal representation of

the inverse that can be exploited to obtain still another Levinson-type algorithm

for inverting matrices close to Toeplitz. The interest of this new algorithm lies

more in the Insight it gives on stochastic process representation and ladder

forms than into the computational savings which are minor. However the same

type of minimal representation can also be obtained for quantities of interest

(e.g. Schur complement) in the doubling algorithm described in [M3] and the

computational complexity is significantly reduced there. The quantities involved

in the minimal Levinson-type algorithm also appear very closely related to the

ones In the doubling algorithm.

The notion of displacement rank and the associated Toeplitz algebra are

known to extend to operators, i.e., continuous time models, see e.g. [KLM].

Furthermore the Generalized Levinson equations for nondisplacement kernels

were derived in that paper. In this last section a continuous time version of the

doubling method [M3] will be described that yields yet another eflicient compu-

tational procedure for determining Flredholm resolvents of nondisplacement

kernels.

Nud Innoatmfos Repremtatlons for Alpha-Stationary Processes [MMe]

Almost all processes found in practical situations are non-stationary, yet
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cks of different or varying sizes, a structure of special interest in state-space

dels and minimal realizations.

Yarious embeddings of matrices close to Toeplitz in the sense of [MI], i.e.,

iple rational functions of Toeplitz matrices, can be used. Two useful Toeplitz

ck embeddings for symmetric matrices are inferred from their representa-

a either as a Toeplitz matrix plus an algebraic sum of strictly lower triangular

-plitz matrices times their transpose or a Toeplitz matrix minus a sum of

rer and upper triangular Toeplitz matrices times their transpose (mixed

resentation). Application of the Toeplitz block version of the LWR algorithm

the first embedding matrix provides a simple derivation of the Generalized

rinson recursions of [Ml]. [FMKL] while the second embedding yields a

rinson-type algorithm with improved numerical properties since the embed-

ig matrix is positive definite when the original matrix is positive definite.

Consider the case where the original matrix is the covariance matrix of a

icrete-time stochastic process. The two Toeplltz block matrix embeddings

esented above have (r+l)x(r+l) blocks where r is the displacement or shift

Bk o the covariance matrix, an index of non-stationarity of the process [Ml].

reover the embedding matrix associated with the mixed representation can

Interpreted as a joint covariance matrix A non-stationary process may

erefore be modeled as the prediction error of one process given r other

sueo" processes. The r underlying innovation processes are indeed "pseudo"

iaovatlons; like the innovations they are white processes that can generate the

ocess causally; however, unlike the true innovations they cannot in general be

taned In a causal wayi.e., they are smoothing residuals. According to the

wed representation, some of the r pseudo innovations are actually passed

rough anti-causal filters instead of causal ones to form the pseudo processes.

is last result appears closely related to the notions of direct and inverse chan-

l op. - - , ,.. . - ,-..-. "- .- ,, 4 , ..-'' :":.C ,'' e -',' .. . ... , ' -.- ' . '../ ,, . ., .... , ., 'V :' ,, .,' ',' .': ,'' '' "'"
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More recently developed doubling type algorithms CM3], that promise to be

even more efficient, especially for large problems.

We present several results that allow us to see these seemingly different

methods as part of a whole set of tools that are closely related. The new results

can be viewed as missing links to a larger picture that is gradually emerging.

First we present a new Toeplitz block matrix embedding principle, that pro-

vides an elegant derivation of the Generalized Levinson algorithm, as well as con-

nections to other problems, such as the Inversion of Toeplitz plus Hankel

matrices. The basic Idea is rather simple; it is well known that the inverse of a

block matrix can be expressed via the block inversion formulas as a rational

combination of the component blocks, the idea is to reverse that process and

view a given matrix as a rational combination of component blocks, where the

blocks are components of a larger matrix. In this embedding process the hope is

that the larger matrix displays a structure that is simpler than the original

(smaler) matrix.

A historical example of this type is one of Levinson's attempts to solve Toe-

pUtz systems in [W]. By partitioning a Toeplitz matrix into a two by two Toeplitz

block matrix and applying a block reduction step, he winds up with a Toeplitz

plus Hankel matrix inversion problem of half size. The problem was abandoned

at this stage. Our point is that the inverse process can be used to embed the

Toeplitz plus Hankel matrix inversion problem into a Toeplitz block matrix or,

via an interleaving permutation. into a block Toeplitz matrix. Block Toeplitz

matrices can be inverted with the multivariate Levinson-Whittle-Wiggins-

Robinson (LWR) algorithm, while Toeplitz block matrices are inverted using the

Toeplitz block version of the LWR algorithm, reminiscent of two-dimensional (2-

D) generalizations of the LWR algorithm, see e.g. [LKM]. The Toeplitz block

matrix form of the LWR algorithm can be extended to matrices with Toeplitz

.. , .. .- - .. . .- ., .. - -. .- .. , . .. .. .. .. . . .. o .. .. _., .. .. ,, ,., -. . - ..%- ..%-
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as auxiliary quantities. In estimation, these quantities are Interpreted as covari-

ances of residuals of one step predictors. In the doubling algorithm for a-

Toeplltz matrices [M3]. Schur complements of higher orders have to be con-

sidered. The tree associated with the algorithm is binary with, sitting at the

nodes, matrices of order 1. 2. 4, .... n obtained by combined partitioning and

Schur complementation. The order 1 quantities are the same as the auxiliary

quantities (residuals) associated with the leftmost (or rightmost) branch of the

linear tree. The order e quantities have the same interpretation taking order

2' blocks as matrix elements. The algorithm is function recursive, a property

that appears well adapted to the tree machines [BRO]. [SEQ]. The a-Toeplitz

matrix Is Inverted using a depth-first traversal of the tree; this total ordering

implies a sequential overall computational scheme, although every (order)

update may be computed in a parallel fashion (via FFTs). As for the linear tree,

computations are further reduced if some quantities at the same level in the

tree are known a priori to be identical or have low rank differences. The

significance of such a structure is explored. A very simple example is given by

the covariance matrix of a Brownian motion; then only one branch of the binary

tree has to be considered. For possible VLSI architectures, see [ADM].

Mixed and Minimal Reementations for Toeplitz and Related Systems [DM1]

Many signal processing, estimation and control problems require the solu-

tion of Toeplitz, Hankel or related systems of equations. Such solutions can be

obtained efficiently via the use of several existing methods:

The Generalized Levinson algorithm, see e.g. [FMKL], for matrices close to

Toeplitz. such as sums of products of Toeplltz matrices.

Ladder or Lattice Form realizations, see e.g. (MLNV]. that result in stable

and efficient implementations.

%,-, % ", °' .. %/,- . % .. . - .° .° °. - -% %-.°° ° -. ... . , . °. . • . • , 'e'.
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trices representative of each class. If the matrix is Toeplitz, all contiguous prin-

cipal submatrices of the same order are identical so that only one branch of the

tree has to be considered and the computations are equivalent to the Levinson

algorithm [LEV]. Since order updates of (distinct) submatrices of the same

dimension can be performed simultaneously, the algorithm is well-suited for

parallel processing. More precisely, with a parallel processing Implementation

of the algorithm, any matrix is inverted with the same number of steps as a Toe-

plitz matrix of the same size.

In many important examples related to estimation and control, contiguous

principal submatrices of the same order have a low rank difference. When the

difference of the two contiguous principal submatrices of order n - 1 has (low)

rank a. the rank of the difference of two contiguous principal submatrices of

any order is bounded by a and the matrix has a shift low rank a [Ml] and was

referred to as a-Toeplttz in [FMKL]. The contiguous principal submatrices of an

a-Toeplitz matrix are all distinct in general, hence, since all the branches of the

tree would have to be explored, the algorithm developed in [DGK1] would not

invert efficiently such a matrix. However, since two contiguous principal subma-

trices differ by a low rank correction. (a representation of) the inverse of one is

easily deduced from the inverse of the other; this is a one step Nme update.

Thus using both "vertical" (order) and "horizontal" (time) updates, only two

principal submatrices of each order, i.e., two branches of the tree, need to be

considered. This provides a nice interpretation of the Generalized Levinson algo-

rithm [FMKL] [FKML]. It is worth mentioning at this point that the Generalized

Levinson algorithm for inverting a-Toeplitz matrices may also be derived from

the (block) Levinson algorithm applied to a particular (a + 1) x (a + 1) block

Toeplitz matrix [DM11.

The algorithms considered up to now involve first order Schur complements

.' . / , - ' - -. --,
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4.3 Nealy Stationary or Finite Rank Proceees

In this section we present summaries of our continuing work on nearly sta-

tionary processes. We made significant advances towards a better understand-

ing of such processes and the algorithms related to their estimation. Embed-

ding techniques play a central role in our treatment of nearly stationary pro-

cess. We were able to show that a large class of problems involving non-

stationary processes of a certain type, can be embedded in a multichannel sta-

tionary problem. The papers summarized below provide a comprehensive

framework for deriving efficient estimation algorithms for these processes.

Significant progress was also made towards achieving a stochastic interpretation

of the generalized Levinson algorithm. We have a much better understanding of

this algorithm and of its different implementations. It is clear now that the time

and order update equations of the generalized Levinson algorithm lend them-

selves naturally to distributed implementation. A more detailed discussion of

this point is presented next.

A1Tree ofinctia f Marithms for Tooplitz and Related Equations [MD1]

The development of VLSI realizations of tree machines, see e.g., [BRO].

[SEQ] motivates a study of the structure of fast matrix inversion algorithms

trom a tree viewpoint, see also [ADM].

An algorithm for efficiently inverting matrices "close to Toeplltz" has been

recently proposed in [DG 1]. In that context, an n x n matrix is considered

close to Tosplitz if its contiguous principal submatrices of any given order

belong to only a few classes, where two matrices belong to the same class if they

ae either Identical or the reverse of each other. The tree underlying the algo-

rithm is the linear tree associated with the contiguous principal submatrices of

order 1 to n. The algorithm performs (one step) order updates to invert subma-

I~~~~ .V-J .
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4.2 Two-Dimensional Systems

Our earlier studies in 2-D systems have revealed that it is very difficult to

generalize most of the essential results for 1-D systems, such as signal process-

ing techniques associated with only time dependent signals. This led us to reex-

amine the I-D techniques and, in particular, study very carefully the estimation

problems for processes with finite displacement rank, see e.g., [DMI]-[DGM J.

since we realized that this theory can be extended to tackle the statistical filter-

Ing of non-stationary random fields.

The work of Livshits on operator colligations [L] and, more specifically, on

vector colligatlons [LY] as well as some more recent papers [2], (XRA] lay the

ground to such a generalization. The theory is based on the use of data col-

lected along paths and is in that sense akin to an approach of WiUsky et a. [WS].

As a consequence it can be used for estimation not only for random fields on the

plane or any Euclidean space but also for instance on the sphere; hence is

naturally adapted to geo-location problems.

Although Livshits does not study the estimation problem, he introduces the

basic concepts necessary for filtering based on covariance information only.

Filtering based on second-order statistics is very appealing from a practical

standpoint since usually estimates of higher order moments are not reliable.

Furthermore local state-space models, such as Roesser's for 2-D random fields,

see e.g.. [XLXK, do not need to be introduced. The notions of reflection

coefficients and ladder structures for finite rank random fields appear as a key

concept from both, theoretical and computational viewpoints. An Important

Issue is the determination of the relationship between the reflection coeffcients

obtained from this approach and the ones introduced by Marzetta [MAR] and

Delsarte et &l. [DGK2]-[DGK3] in the particular case of stationary 2-D random

fields with data collection using line-by-line scanning.

%%
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dimensional systems.

We are currently working on developing basic results for multi-dimensional

systems which will provide a general framework for handling DSN-type problems.

Preliminary research has indicated that there are non-trivial differences

between the 2-D and 3-D cases, which makes direct extensions of known results

more difficult

Another fundamental issue that needs to be addressed is the assumption of

stationarity. which is a basis for practically all current estimation techniques.

The time varying nature of acoustic propagation models and the various events

that can orcur in a DSN system are highly non-stationary. It is imperative,

therefore, to develop estimation techniques capable of handling non-stationary

processes. Using the notion of nearly stationarity, we obtained a useful charac-

terization of non-stationary processes, that lends itself to analysis and algorithm

development. Significant advances have been made in our understanding of

non-stationarity and a number of interesting results were obtained. Another

important aspect of our work on non-stationary processes is related to the pos-

sibility of their implementation by distributed algorithms. Our analytical frame-

work turns out to provide a natural problem decomposition, that can be utilized

for distributing the required computations among multiple processors.

" -. #% . : . %..- ...'_ % *.., .* . .. .- ...



- 67-

(phase shifts, FFT-s) fall into this category.

The special structure of the source location problem, in a homogeneous

propagation media, and the assumption of Gaussian statistics makes possible

the separation of spatial and temporal estimation. However, this separation falls

for more complicated propagation models. Even in relatively simple cases, this

type of approach is not completely satisfactory where multiple sources are

present.

Our approach has therefore been to consider a multi-dimensional estima-

tion problem. In fact, when only a finite number of discrete sensors are used.

the problem is multi-channel, rather than multi-dimensional.

The system consisting of several sources and sensors can be viewed as a

multi-input multi-output (MIMO) system. Under certain assumptions on the

source spectra and the propagation model, the vector time-series observed by

the sensors can be modeled as a multi-channel ARMA process. By using various

least squares or maximum likelihood parameter estimation techniques, it is pos-

sible to At a set of ARMA coefficients to the measured data. We have been able to

show that source locations and their spectra can be obtained relatively easily

from these coefficients. In general, there exists a mapping between the proper-

ties of the source location problem into the structure of the ARMA coefficients.

The details of this mapping and the structure it imposes on the MIO system is

presently under investigation.

As mentioned above, multichannel estimation is a special case of multi-

dimensional estimation. A large body of results is currently available for 2-D sig-

nal processing. These results were developed mainly in the context of Lmage

processing, where two spatial dimensions are considered. Relatively little seems

to have been done in the case where one spatial dimension and one temporal

dimension are involved. Even less seems to be known about estimation in higher

,.,* ** W* - .,. . . . - .,
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4. BASC RIFOARCH ON DISTRaBVnED ALGORrrHMS

461 Overview

The analysis and design of a distributed sensor network involves a variety of

issues. Very little basic research has been done on the fundamental mathemati-

cal problems that need to be solved in order to provide a systematic approach

*to DSN system design. While most of our work concentrated on the more

Immediate problem of developing signal processing tools for the DSN, we

devoted part of our effort to more basic research. In this section we discuss two

research areas of this kind: multi-dimensional estimation, and nearly stationary

processes.

Multiple sensor measurements can be considered as samples of a time-

" space function V(t, 2; p) generated by the source, where I represents the

sensor location in 3-D space, and p is a vector of source parameters. This func-

tion may represent electromagnetic waves reflected from an object or acoustic

waves generated by aircraft engines. The parameter vector p may include

source location. velocity, and spectral characteristics. Thus the problem is to

. estimate the unknown parameter vector p from a set of noisy measurements.

Current approaches to this problem are almost exclusively based on reduc-

ing the multi-dimensional estimation problem to a sequence of one dimensional

problems. Typical array processing techniques involve forming multiple beams

• by performing linear operations on the sensor outputs. This linear operation

reduces the dimension of the problem by effectively concentrating on a single

spatial direction at a time. The ensuing signal processing involves a scalar time

series and thus standard estimation and filtering techniques can be applied. All

the different versions of beam-forming and TDOA estimation techniques, whether

implemented in the time domain (delays, correlators) or in the spectral domain

S.... .....-i I.l.... .
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::cient Solution of Lyapum ]Equatons [PM. [Hm]

The Levinson algorithm for fitting an autoregressive (AR) model to a given

covariance matrix, has many nice properties. In addition to being computation-

ally efficient is provides not only a set of AR coefficlents but also the related

reflection coefficients and the backwards predictor coefficients. In fact, the

Levinson algorithm yield two Cholesky factorizations of the inverse covarlance

matrix. In many applications we encounter the inverse problem: given a set of

AR coefficients, find the covariance sequence, or the reflection coefficients. In

DSN applications the problem arises in the context of translating "standard"

parameters (i.e.. parameters of models given in direct form) into the ladder

parameters required by our algorithms. A similar problem is encountered when

* transforming left to right MFD's.

The solution of the inverse problem is relatively easy in the scalar case.

The reason is that the backward predictor is then just the reversed order for-

ward predictor. Therefore, It is possible to run the Levinson algorithm back-

wards starting from the given full-order solution and going back to zero order.

Unfortunately, this procedure does not carry through to the matrix case, since

the backward predictor is not longer a simple function of the forward predictor

coefficients. Finding the covariance sequence requires solution of the discrete

Lyapunov equation. Straightforward solutions of this equation are computation-

ally expensive for high order systems. In [PM] and [HM] we develop novel solu-

tion techniques that utilize the problem structure to significantly reduce com-

putational requirements. Three efficient algorithms are presented. One of the

methods is based on a recently described method of inverting matrices that are

sums of block-Toeplitz and block-Hankel matrices [FM3]. The procedures are

then shown to yield a stability test for the given autoregressive model.

.•
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By properly choosing the delay D (or the pre-filter), the wide band components

at the two inputs become decorrelated while the narrow band signal remain

correlated. Since the coefficients of the filter are updated to minimize the error

power, the predictor and error outputs can be applied to line enhancement and

signal whitening respectively. Most analyses of the ALE were for a white noise

-" background. while very few results exist for the colored noise and the whitening

performance. Satorius and Zeidler considered an autoregressive moving aver-

age (ARMA) input process [SZ].

In [NM], a matrix formulation was used to derive the optimal coefficients

* and frequency response of the ALE and exact least-squares predictors, for inputs

of real or complex sinusoids in general additive colored noise. The derivation of

the amplitude gains of the output sinusoids generalized known results for the

white noise case. In low-pass and high-pass background noise the amplitude

gains become essentially monotonically increasing and decreasing functions

- respectively of the sinusoid frequencies. The amplitude distortion that is intro-

duced by the correlated noise can be reduced by choosing a larger number of

- coefficients, L In evaluation of the performance of the predictors in whitening

" applications, an upper bound on the output SNR was found when filtering a white

* signal that had been correlated by multiple stationary sinusoids.

To enable filtering of nonstationary complex and multichannel data, a com-

plex vector version of the ladder algorithm is developed. It can be used to

implement the complex ALE, as well as the noise canceller or noise inversion A

* major advantages of this algorithm is its rapid rate of convergence to the exact

least-squares solution, hence it can actually achieve the upper bounds of the

SNR performance.

V.

iM
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used: some fraction of the alpha pseudo innovations is actually passed through

anti-causal or adjoint filters instead of causal ones. This mixed representation

avoids a particular signature problem. Physically, the necessary algebra is very

much reminiscent of modern physics; the different pseudo processes have simi-

lar properties as particles and anti-particles, in the sense that they can be con-

verted from real causal/anti-causal representations to imaginary anti-

causal/causal representations. Other evidence, such as the fact that Llvshits

definition of the (displacement) rank of a process gene:-alizes to multi-

dimensions, makes the physical insight even more interesting. The implications

of these results to continuous time models and the solution of Fredholm integral

" equations are outlined.

As a last topic we mention the direct identification of alpha stationary

processes. Because of the multiplicity issue the question of degree of freedom of

models for such processes has to be raised. A direct answer would probably be

quite difficult; however, a different parametrization of the models using so-called

ladder or lattice form realizations, see e.g. [MLNV], [M.12], [LEE]. lead to a very

promising alternative. We only note here that the gaussian log-likelihood func-

tions and their derivatives with respect to the model parameters are simple

functions that can be straight forwardly analysed.

Distortion Measures of Finite Rank Processes Via Ladder Forms [LM4]

It has beer crown for some time that distortion. measures of second order

processes can be cvaluated using state-estimation and related techniques.

Measures such as the Bhattacharyya, the Kullback-Leibler, and the related

Itakura-Saito for second order processes involve determinants, traces and ratios

of covariance matrices, see e.g., [KA3]. In many applications, it is of iuterest to

compute these measures efficiently. In speech processing, these measures are

% %.



1 79 -

-79-

important, for Instance, in the design of low rate speech encoder [MBG]. as well

as for speech recognition, both for the discrete utterance [ITA], and continuous

speech cases [JEL]. In pattern recognition, these measures are important in

feature extraction and clustering analysis. In digital communication, these

measures arise in channel capacity calculations.

In many applications, one may be interested in efficient parametrizations of

such measures, either to simplify the calculations and design, or in the

hardware implementation. Efficiency is of interest if the optimization of such

measures has to be done "on-line" or "adaptively". Such an optimization has

become feasible, due to the availability of very large scale Integrated circuits

(VLSI)-

It is well known that distortion measures of stationary processes involve

covariance matrices and kernels of the Toeplitz or displacement type. These

measures require either the solution of linear equations involving such opera-

tors, or the computation of triangular factors or volterra kernels. They can be

obtained efficiently via the use of existing methods, such as the Krein-Levinson

type algorithms.

The first aim of this paper is to emphasize that the stationarity is not

necessary for obtaining computational benefits and ease of parametrization;

*that is, we are now able to efficiently compute distortion measures for processes

that deviate from stationarity in a certain sense. An index of stationarity, called

"shifter low rank" (displaced) rank of alpha. has recently been introduced,

[Mo].[FIIKL} [KIM] (KKM]. with the significance that the larger the value of alpha

the more non-stationay a process is. In addition, the complexity of process

models and calculations involving such processes increases only proportional to

this Index In the discrete case, alpha can be used to measure the distance of a

matrix, e.g., a covarlance matrix, from being Toeplitz. Our earlier results showed

N.
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that Krein-Levinson and other algorithms for Toeplitz operators can be general-

ized to such alpha-stationary processes, as well as a new, and even more

efficient doubling type algorithms [M3].

Secondly, we show that ladder canonical forms, which are realizations of

processes based on partial-correlation coefficients, have many advantages in

computing distortion measures. These ladder forms in fact represent a

"natural" canonical parametrization of many of the measures, in the sense that

the measures become simple functions of the ladder form parameters. They

typically involve weighted averages, including logarithms. For instance the

gaussian log-likelihood derivative with respect to these ladder parameters is a

linear function in these parameters! Moreover, the ladder forms have many

other nice features, such as stability and automatic scaling properties.

Several examples involving distortion measures are given, and their physi-

cal significance and applications to communication and estimation. e.g. speech

processing and digital communication is discussed.

Efficient Inversion Formulas for Sums of Products of Toeplitz and Hankel

Matrices [ms]

The problem of solving linear equations, or equivalently of inverting

matrices, arises in many fields. Many techniques for doing this have been

developed, but all of them have the characteristic that it takes in the order of

NO operations (multiplications and additions) to invert a general N x N matrix.

A great deal of work has been devoted to finding more efficient ways of inverting

matrices, by utilizing any special structure that they may posses. This special

structure can take various forms, but there are many problems in mathematical

physics and statistics in which the matrices can be shown to be Toeplitz or block

Toeplitz, i.e.,

"",. . .* , ,' ..- ,-. , .. **,-*.'......- .J. -
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R = [i(,_j)] o ,j &N , (4.1)

where r is a p x p block entry. Some examples for applications involving Toe-

plitz matrices are least squares estimation problems involving convolutions and

integral equations with a difference kernel. Hankel matrices represent another

type of special structure, characterized by

R=[r(,+j)], j N. (4.2)

Several recursive algorithms have been developed for the inversion of Toe-

plitz and Hankel matrices, requiring only 0(N) arithmetic operations. The

extension of this work to block-Toeplitz and block-Hankel matrices of size Np x

Np (Le., N x N blocks of size p x p). shows that the inverse can be obtained in

O(plN). Recently some new algorithms have been developed that compute the

inverse of a Toeplitz matrix even faster, in O(Nlog 2 N) operations.

While Toeplitz and Hankel matrices appear in numerous applications, it

often happens that practical problems involve matrices with a more complex

structure. As an example, the inverse of a Toeplitz matrix is no longer Toeplitz

but it retains a very simple structure. In previous work we have shown that

efficient inversion formulas can be obtained for matrices that are "close to Toe-

plitz" in some sense. More precisely, we considered the class of matrices

represented by

r.= T + t at, , . (4.3)
4-1

where

r = full Toeplitz matrix

4(U() = lower (upper) triangular Toeplitz matrix,

at =±i

... ... . . . - .....-. ..-...................... :.:..............................-......... - .-.: '. ,.....
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and a is the smallest integer for which this decomposition holds. We have

shown that the number a associated with a given matrix is unique, and given by

a = ranlk 6[ TJ (4.4)

where 6[.] is the shifted-difference operator given by

frl 1. . rI.N [ro.o . . . r.-

6[R] = - (4.5a)

k. I . J rT -N.o • r.-N-lj

R = [rj] 0 , !Si N (4.5b)

We will refer to a matrix of this type as having a shift-low rank or displace-

ment rank of a, or more briefly, as an a-Toeplitz matrix. This class of matrices

has a nice closure property in the sense that the inverse of a-Toeplitz matrix is

also a-Toeplitz.

The natural extension of these results to matrices that are "close to

Hankel," involves the following type of representation:

O= ri + , , 7 = T = . (4.6)
t-1

where TJ, , U, d are defined in the same way as T, L, U, a. In other words,

the a-Hankel matrix is simply a column-permuted version of an a-Toeplitz

matrix. Thus, a trivial way of inverting a a-Hankel matrix is by transforming it

into an a-Toeplitz matrix and then applying the algorithm given for instance in

[FMKL], i.e.,

]-1
+ t V , 7 (4?)

However, it is also possible to invert the a-Hankel matrix directly. The

difference between these two types of inversion formulas lies in the sequence of

submatrices that are recursively inverted. This subtle difference makes the
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trivial solution (4.7) inapplicable in many situations, e.g., if HO = H" 1B H1.

In [FM3] we extend the class of matrices for which efficient inversion is pos-

sible, to Include mixtures of Toeplitz and Hankel matrices. We consider

matrices of the form

R = T +J ug4 Ug + 77+ t V 1Lg va= P~+ Hit, (4.8)
tal tal

i.e., sums of a-Toeplitz and P-Toeplitz matrices. This class of matrices has a clo-

sure property in the sense that R- 1 has a representation of the type given in

Equation (4.8).

The basic idea underlying our results, is to embed the a-Toeplitz/f-Hankel

matrix in a larger matrix that has a structure for which efficient inversion for-

mulas have already been developed. Two such embeddings are explored: We

first show that an a-Toeplltz/P-Hankel matrix R with p x p entries (i.e.,

R = [rij]. r"j is a p x p matrix), can be embedded in an (a+p)-Toeplitz

matrix with 2p x 2p blocAcs. Applying the inversion formulas derived in [FMKL]

to this matrix results in an algorithm which requires O(4(a + P +2)p2N2)

operations. Second we present a way of embedding the a-Toeplitz/p-Hankel

matrix in a block Toeplitz matrix with 2(a + P +2)px2(a + P 2)p entries.

Applying the multichannel Levinson algorithm to this matrix requires

0(8(n + p +2)3p3J^) operations. However, by using the special structure of the

block entries the algorithm can be further simplified, resulting in an algorithm

equivalent to the one mentioned before. Further reductions in computational

requirements can be obtained by applying the class of doubling formulas (i.e.,

the O(Nlo&IN) algorithms described in (QY] [AHV] (M3] to the embedded block

Toeplitz matrix.

"° , "" , -.. ' :. ' .'..'~'v' . , r.- % .'.t
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L DEELPME of SIGNAL PROCESMG FAC ITIES

Signal sicn g Workbench

An essential part in the process of developing new techniques for source

parameter estimation is the testing of proposed algorithms by computer simula-

tion. Simulations allow us to study various issues related to the performance of

the algorithms and to gain insights into their behavior. Analysis alone is not

adequate, especially when recursive stochastic algorithms are concerned.

Simulations are an invaluable tool for studying issues such as convergence rates,

robustness, and estimation accuracy. Therefore, establishment of a signal pro-

cessing workbench that will allow easy comparison and modiftcation of signal

processing steps and input data sequences in important. In particular, this will

facilitate the exchange of processing tools and data bases among DSN research-

ers, and maximize the impact of our research results on the design of a DSN sys-

tem.

In the proposed workbench, the processing modules function in a stand-

alone fashion with standard input/output formats such that complex processing

functions are built by the simple cascading of modules. In the UNIX operating

system, precompiled stand alone modules can be connected together using a

system command called a pipe. Thus signal processing can be changed quickly

without recompiling or linking, just forking to the appropriate module. The sig-

nal processing workbench should readily allow inputs derived from actual exper-

iments or simulated inputs and allow for their perturbation by various types of

note.

Observing and modifying the internal parameters of a signal processing pro-

cedure while data is being processed greatly enhances the debugging and under-

standing of signal processing algoritlms. The version 7 UNDI operating system

. . . .. .. . ., -.' . -. •. . . - - . . . . .. . . , .. -. ., . .-* . . . . .. ,.
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for the VAX computer incorporates a debugger that allows the internal parame-

ters of a signal processing submodule to be observed and modified as the data is

being processed. The current UNIX debugger applies only to procedures within a

main program. For cascaded stand alone programs, this facility must be

extended. Some experience with the problem of adding this capability has been

obtained on the DEC-11/34 through the development of our own debugger. This

experience will be applied to extensions of the debugger for the VAX

In several theoretical and applied problems we are running up against a

boundary characterized by the need of manipulating formulas. This raises the

urgent need for obtaining software to handle algebraic formulas symbolically.

We made an effort to obtain a copy of MACSYMA for this purpose; however, we

were unsuccessful so far, due to lack of cooperation from the originators of

MACSYMA

D5N Computer Facility

The recently expanded computer facility for investigating DSN strategies is

centered around a Digital Equipment Corporation VAX 11/780, see Figure 5.1,

running under the UNIX operating system. The installed operating system is the

latest available from the Electrical Engineering and Computer Science Depart-

ment of the University of California at Berkeley, the Fourth Berkeley Software

Distribution (4BSC) of UNIX version 7, released November 1980. Our current VAX

computer hardware incorporates a 2.5 Megabyte main memory subsystem and

80 Megabytes of disk storage, provided by a single RM03 disk drive. This storage

It to be augmented with an Ampex 300 lB disk drive by early 1981. Our com-

puter is interconnected with a DEC 11/70 (SU-ISL) and a VAX 11/780 (SU-Mount

St. Helens) and to the ARPANET. The SU-DSN VAX became operational in

December 1980 and the SU-ISL 11/70 was brought up in November 1980, replac-

-"'...



ng a much overworked DEC 11/34 system. The 11/70 is running UNIX version 6.

natalled on the VAX is the new RAND text page editor (called E) which gives the

mer powerful functions for moving text within a file and provides greatly

mproved recovery of working data sets after system crashes.

In the last two years prior to the acquisition of the VAX and 11/70, several

.omputers were used to test algorithms and to evaluate their performance

under simulated conditions. Among these facilities used were the ISL 11/34, the

TAX (Mt. St. Helens) which became operational on April 1980, and the facilities of

Lhe Stanford Artificial Intelligence Laboratory.

The additional 300 MByte disk drive, to be delivered in the spring of 1981, is

necessary to handle the quantity of data expected in the typical DSN scenario.

Further establishment of an interactive graphics system will enhance our work

on application of image reconstruction techniques to the DSN problem. Two

high resolution bit map display systems are being added to our VAX one can be

upgraded to gray scale and color later. We have ordered a laser printer to

upgrade the quality of text and hardcopy graphics output. In order to efficiently

perform Image reconstruction and target tracking using data from multiple sen-

sor nodes, our fast access memory should be extended.
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a) SU-DSN:

memory disk
subsystem

2. RM03 tape drive
Mb 80 Mb TU 77 800/1600 bpi

VAX 11/780 125 ips

UNIX V7
4-th BSD Amassbus

__Aadapters

CPU

FPA cache SBI

r unibus BUA
adapter

enson/Variar

lotter

ARPANET DL-11

@ SUMEX

controller
IAmpex

disk 9300-
storage 300 Mb

terminals & modems
SU-ISL) DEC 11/70
SU-VLSI) VAX 11/780 -

SU-ISL FACILITIES DZ-11 (5)
DEC 11/70 375kb CPU memory & FPU-A
2 Ampex 9300 300Mb disks
Digidata tape drive 800/1600 bpi 45 ips
Printronix line printer 3001p
2 Diablo 1640 terminals
Tektronix 4013 graphics terminal
dial out modems

terminal interconnect facility to SU-DSN, SU-ISL, SU-MT. ST. HELENS and other

micro-computer systems

Figure 5.1 SU-OSN COMPUTER FACILITIES
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re and Hardware Proramming Efforts

Dur early efforts in software development were aimed at establishing a pro-

L library of system identification and parameter estimation procedures.

library includes standard recursive identification methods, prewindowed

,r algorithms in both AR and ARMA forms, and newly developed covariance

sliding window ladder form algorithms. Normalized and unnormalized ver-

of the algorithms have been written. The ladder form algorithms were

en primarily in "C" while the other routines were written in Fortran or

SAIL the language of the Stanford Artificial Intelligence Laboratory.

A speech modeling system was previously developed around the prewin-

Ad ladder form as described in (MLl]. The reflection coefficients which

meterize the speech spectrum were determined recursively with updates

y new speech sample. At the desired transmission rate, the best single

e of a reflection coefficient is chosen. The likelihood parameter from the

iction coefficient updating equation was used to identify the pitch pulse loca-

* Event detection algorithms that indicate a sudden change in the underly-

dgnal structure evolved from the pitch extraction technique.

The prewindowed ladder form has also been the basis of an investigation

efficient hardware implementations using the CORDIC computation tech-

* to reduce the complexity of the algorithm. The study led to a series of

chip designs, that turned out to be extremely promising for general real

digital signal processing. A data modem using the ladder form was also

nined.

The linear equation technique for solving the source location problem from

i difference of arrival data has been verified by computer simulation. The

s of imprecise sensor location and noisy TDOA information have also been

dated&



-89-

Work on modification of medical image reconstruction techniques for the

DSN scenario is continuing. The minimum variance approach to Image Recon-

struction developed by Wood [WOO], Fortes [FOR] and Nunes [NUN] originally was

programmed to process phantom image of size 9 pels by 9 pels because of the

limited computer main memory available at the time. With our recently

enhanced computer facilities, these techniques can be extended to a larger size

of sensor array that would occur in the DSN scenario.

RelaUons with other DSN Contractors

In order to facilitate experimentation with ladder form estimation algo-

rithms on actual acoustical sensor data and to take advantage of existing DSN

software, we are establishing the Lincoln Laboratories DSN signal processing

software at Stanford. Their software package processes acoustical data

recorded on digital tape from their microphone arrays during aircraft flyby

experiments. The processing of data from a single sensor array produces a

power versus azimuth plot at various temporal frequencies and elevations of

interest. Appropridte interpretation of this data yields bearing information for

sound sources which can be amalgamated into tracks of possible target motion.

The Lincoln Lab package produces only bearing information. Since the max-

imum separation betwien sensors in the current array is three meters. it is

doubtful that high resolution range information for distant sources could also be

obtained from the current single array data acquisition system. Using the data

tape reading and file I/O structure of this package. we are extending the power

versus azimuth calculations to include ladder form spectral estimation tech-

niques.

Our eforts to establish a working system here, first on a VAX and later on a

11/70 have been frustrated by many difficulties which further point to the

*55" **** ", ". "o " . . -S . * . - .-°- .°. ., .. *. - - % - • . o .'.." " ' % . . "o
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Ity a !stabllshing a common signal processing workbench. The software

ge written in "C" for a 11/70 running UNIX version 7 is quite large and

es several software libraries written by several groups at Lncoln Labs.

mrable time was spent in locating all the necessary source files and

tly transferring them over the ARPANET initially to the Mt. St. Helens VAX

ter. The location of the various source components is listed below. The

is for the Tektronix plotting routines came from the Lincoln Laboratories

d Seismology group.

ource /uO/green/dsnt

eclarations and shell files /usr/bin

Prary -list management system /usr/src/lms

)rary -parameter data base subroutine /usr/src/pdbsubs

-ary -plotting routine sources /rml3/crames/graph

from ll-asg /gpactek

bie attempt to compile and run the package on the VAX revealed a number

tability problems, Including illegal operations on pointers and incompati-

e of data types. Manipulation of the data structures and file header infor-

i and definition of file 1/0 variables were based on an assumed (11/70

t) 2 byte integer word length. Since the VAX word length is 4 bytes, this

loes not work on the VAX This use of machine dependent code appeared

itly so that conversions were substantially more involved than redeclaring

le types. The large size and monolithic construction of the package made

niequences of these problems severe. Testing for program bugs was com-

id by the many layers of subroutine calls, the probability of multiple bugs,

Le sheer volume of code to search. Since changes to one procedure tended
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causes a need for modifications in other procedures, fixing bugs was a tedious

eratlon. Even when changes were confined to one procedure, the modification

•ocess was slow because of the need to reload the entire package. Aft.r mak-

g a list of the problems and discussing them with the group at Lincoln Labs, we

tached an agreement that they would rewrite the package so that it would be

)mpiler warning free, not have the word length problems, and be compatible

ith the VAX computer.

The recent acquisition of a 11/70 computer by ISL provided the opportunity

attempt to bring up the original Lincoln Laboratory package on the computer

r which it was written. However our system was running UNIX version 6 rather

ian the version 7 of Lincoln Labs. We experienced problems with several

iodules that were in the version 7 operating system that did not exist in version

or would not run properly. These include the matrix space allocation routine

nd the ordered library building routine. The large number of source files

aused problems in compiling and loading the program. The list of Me names

xceeded the maximum number of parameters for a load command, so libraries

ad to be constructed. Due to the large program size and the restricted

:iemory of the DEC-11/70, the program and data areas have to be separated.

re currently have the azimuth analysis portion of the Lincoln Labs software run-

Ing but not the plotting software. Using a test data tape of artificial data, we

bink that our version of the software is functioning identically to the Lincoln

abe software. We are awaiting a data tape of aircraft flyby experiments in

rder to apply our ladder form algorithms on real sensor data.

Several recommendations can be made, based on the experience of tran-

porting this package:

Pobrfbit/ should be a high priority in selection of programming style. This

will facilitate both transfer of software between groups and transfer of

........-.
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to causes a need for modifications in other procedures, fixing bugs was a tedious

operation. Even when changes were confined to one procedure, the modification

process was slow because of the need to reload the entire package. After mak-

ing a list of the problems and discussing them with the group at Lincoln Labs, we

reached an agreement that they would rewrite the package so that it would be

compiler warning free, not have the word length problems, and be compatible

with the VAX computer.

The recent acquisition of a 11/70 computer by ISL provided the opportunity

to attempt to bring up the original Lincoln Laboratory package on the computer

for which it was written. However our system was running UNIX version 6 rather

than the version 7 of Lincoln Labs. We experienced problems with several

modules that were in the version 7 operating system that did not exist in version

6 or would not run properly. These include the matrix space allocation routine

and the ordered library building routine. The large number of source iles

caused problems in compiling and loading the program. The list of file names

exceeded the maximum number of parameters for a load command, so libraries

had to be constructed. Due to the large program size and the restricted

memory of the DEC-11/70, the program and data areas have to be separated.

We currently have the azimuth analysis portion of the Lincoln Labs software run-

ning but not the plotting software. Using a test data tape of artificial data, we

think that our version of the software is functioning identically to the Lincoln

Labs software. We are awaiting a data tape of aircraft flyby experiments in

order to apply our ladder form algorithms on real sensor data.

Several recommendations can be made, based on the experience of tran-

sporting this package:

P ortabi should be a high priority in selection of programming style. This

will facilitate both transfer of software between groups and transfer of

% .
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software to new machines in the same group.

Inastallig and maintaining software is easier when programs are small ad

simple in structure.

* * Complex signal processing functions should be achieved through liLnkcing of

I simple modules, rather than by building large, complex programs.

* * Last but not least, a real-time version of UNIX should be developed.

IV
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6 CONCLUSIONS

We have made considerable progress towards the development of new algo-

rithm. for the various signal processing functions acquired in a DSN system.

Our theoretical research on the source location problem and on estimation

techniques has reached a fairly mature stage. We now need to turn these results

into software modules that will be usable by Lincoln Laboratory and other

members of the DSN community. The signal processing workbench will enable

us to test the algorithms we have already developed, as well as to refine them

and discover new ones. We need to evaluate the performance of these algo-

rithms using both synthetic and real data.

Our goal is to gradually replace the signal processing modules currently

used by Lincoln Laboratory with our own improved modules. This will be done in

stages. First., some of the basic components will be replaced, but the overall

processing structure will remain unchanged. For example a high resolution

spectral estimator based on the M is now used as the front end for source

location detection. We can replace this estimator by one based on ladder form,

which is expected to have superior performance. In a second stage we may want

to make more comprehensive changes, which may require structural

modifications. For example, a combination of a multichannel ladder form with

an event detection algorithm may replace the current detection scheme. A

combination of an ARMA modeling technique for TDOA estimation and the new

algorithms for source location described in Section HI may replace the current

localization technique. See also [DSN] for an overview of the signal processing

architecture associated with these new algorithms. This process of replacing

processing modules in a prototype DSN system will provide a conclusive test of

our algorithms, and lead the way to their widespread use in multi-source

tracking/classification applications. A test of this type is an essential step in

*. . . . .4P. . . .- - . .
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the development of any new technique.

The signal processing workbench will play a central role in the develop-

ments described above. It will enable us not only to test and exercise our algo-

rithms. but will be used as a valuable research tool. Some of the algorithmic

work is heavily dependent on simulations because it is not analytical. Also,

other sophisticated programming languages (e.g., MACSYMA) will be needed to

handle the complexity of more sophisticated algorithms. So far we treated

mainly one dimensional problems. The development of two and three dimen-

sional estimation algorithms is expected to involve complex equation manipula-

tions that are too hard to perform manually. We feel that our progress in this

area will be limited without computer aided equation handling.

In the next phase of our project, we also plan to emphasize research into

some of the fundamental mathematical issues that need to be resolved to

achieve advanced DSN system design. Much of the earlier work on multi-source,

multi-sensor signal processing involved relatively simple modeling (single chan-

nel, stationary processes. etc.). There is a clear need to develop more sophisti-

cated mathematical models and the analytical tools related to them. Some

examples of -open research issues are briefly mentioned below:

(i) Performance bounds on tracking classification algorithms, given multi-

sensor multi-source information, assuming non-stationary and non-gaussian

processes. Such bounds are essential for the evaluation of the performance

of any DSN system i.e., how far away from "optimal" is it ?

(Ii) Additional insights are needed into the question of distributed processing.

We need to find ways of characterizing the minimal information that needs

to be exchanged in a distributed system in order to achieve a given perfor-

mance level. How much of the information can be used only at the local

level, and how much needs to be communicated to other nodes.
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(iii) Development of efficient estimation algorithms for two and three dimen-

sional systems. We need to fAnd a good spectral representation for multi-

dimensional processes. It seems clear that there are differences at a very

fundamental level between the structure of multi-dimensional and one

dimensional problems. As mentioned before, the complexity of the equa-

tions arising in such systems makes it difficult to search for structural pat-

terns.

(iv) A different approach to distributed computations, that are not explored so

far. is to use probabilistic algorithms of the type developed by Rabin.

Independent solutions by multiple nodes followed by majority voting can

lead to a natural way of distributing computations in a complex algorithm.

(v) A large class of DSN problems combines both processing and communica-

tion of data. The communication aspects of these problems involve the

theory of multiterminal communication The main results available so far

show bounds on the channel capacity (the maximum rate of information

transmission) for broadcast or multi-access-type channels. Most of these

results are of the existence type, i.e.. do not provide practical schemes that

could be Implemented. See [VI] [BER] [AEG].

In sunmary, we plan to continue our investigation on two levels, basic

research into fundamental mathematical issues of the DSN, and the

development/mplementation/testing of signal processing modules for the pro-

totype DSN system. This approach combines long term goals such as optimal

DSN design methodology with short term performance gains.

x....... .-..
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described in Sections 2, 3 and 4.
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